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ABSTRACT
In response to problems raised by Bench-Capon [4], this paper

shows how two models of precedential constraint can be broadened

to include legal information represented through dimensions, as

well as standard factors.
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1 INTRODUCTION
The field of artificial intelligence and law is characterized by a

tradition of reconciliation between case-based and rule-based, or

logical, methods of reasoning. Tentative efforts in this direction can

traced back to Loui et al. [16], but substantial progress was first

achieved by Prakken and Sartor [18], who showed that many of the

patterns of legal reasoning and legal argument first studied in the

case-based framework of HYPO [3]—as well as in successor systems,

such as CABARET [21] and CATO [1]—could also be modeled in

the framework of a defeasible logic with variable priorities. This

unification of ideas from case-based reasoning with ideas from the

rule-based framework of defeasible logic is one of the great success

stories of the entire field.

But problems remain—or at least barriers to reconciliation—

deriving from the differences, both in case-based knowledge repre-

sentation and in the reasoning it supports, between “factors” and

“dimensions.” Usage in the field is not entirely uniform, but let us say,

for present purposes, that a factor is a legally significant proposition,
which may or may not hold in a given situation, but which, when

it does hold, always favors the same side in a dispute. A dimension,
by contrast, is an ordered set of legally significant values, where
the ordering among values reflects the extent to which the fact that
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the dimension takes on that particular value favors one side or the

other.

The contrast between factors and dimensions can be illustrated

with examples from the field of trade secrets law, the original ap-

plication domain of the HYPO and CATO systems, which explores

the conditions under which a defendant can be said to have gained

an unfair competitive advantage over a plaintiff through the misap-

propriation of a trade secret. One relevant consideration is whether

the defendant has, or has not, signed a non-disclosure agreement.

This consideration can naturally be represent as a factor—say, the

proposition that a non-disclosure agreement was signed—since this

proposition either holds or does not, but always supports the plain-

tiff if it does hold, since it indicates the presence of a genuine secret.

Another consideration concerns the extent to which the informa-

tion alleged to be a secret has already been disclosed to outsiders.

This consideration is best represented as a dimension, with the

possible values along that dimension—the number of outsiders to

whom the information was disclosed—arranged in such a way that

disclosure to more outsiders progressively strengthens the case for

the defendant, since it provides stronger support for the idea that

the information in question was not in fact a secret.

A third consideration concerns measures taken to protect the

information purported to be a secret—again best represented as a

dimension, with protective measures as values, and these values

ordered in such a way that stronger measures provide stronger

support for the plaintiff’s claim that the information was indeed

a secret. Imagine that the information in question is data stored

on a disk, and consider four possible values along the protective

measures dimension: (1) the plaintiff has taken no protective mea-

sures, (2) the plaintiff has encrypted the disk, (3) the plaintiff has

locked the disk in a safe, (4) the plaintiff has both encrypted the disk

and locked it in a safe. These values might naturally be ordered so

that the second and third provide stronger support for the plaintiff

than the first, but are incomparable to each other, and the fourth

provides stronger support for the plaintiff than all the others.

The last example highlights three points about dimensions. It

shows, first, that the values along a dimension need not correspond

to a numerical range, but could be entirely qualitative, and second,

that the ordering among these values need not be linear. Third,

the example illustrates the fact that the polarity of some particular

value along a dimension can be ambiguous. Consider a case in

which the protective measures dimension takes the second value

listed above: the disk was encrypted, but not locked away. It is

easy to imagine the plaintiff arguing that this value supports the

conclusion that the information was indeed a secret, since, after all,

it was encrypted. It is also easy to imaging the defendant arguing

that the same value supports the conclusion that the information
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was not a secret, since it was merely encrypted, and not locked

away as well.

Given this distinction between factors and dimensions, then,

what problem does it pose for Prakken and Sartor’s reconstruction

of case-based reasoning in a rule-based setting? Simply this: On

one hand, many major case-based systems, with the notable ex-

ception of CATO, support reasoning based on dimensions, not just

factors, and most researchers in the field, including the authors of

CATO, believe that full dimensional resources are necessary for

an adequate representation of legal information.
1
But on the other

hand, the logical reconstruction of ideas from case-based reasoning

offered by Prakken and Sartor takes only factors into account—

relying on rules whose premises are conjunctions of factors alone,

without analysis of the connection between these factors and the

underlying dimensional information.

The point can be illustratedwith one of Prakken and Sartor’s own

hypothetical examples concerning the issue whether an individual

who has spent time in another country has changed fiscal domicile

with respect to income tax. Among the considerations bearing

on this issue is the duration of the individual’s stay abroad, where

greater duration provides stronger support for change of domicile. It

seems most natural to represent duration through a dimension that

can take on a variety of values—the individual might have stayed in

the other country for a week, a month, six months, a year, five years,

and so on. But in fact, Prakken and Sartor bypass the full range

of available values and deal with this dimensional information,

instead, only through the introduction of a pair of factors—“long-

duration” and “short-duration”—where the first favors change of

fiscal domicile and the second favors no change.

Even if the problem of relating factors to underlying dimensional

information is real, however, it may seem like a small problem. This

seems to be what Prakken and Sartor themselves thought.
2
But

in a brief and, I feel, somewhat neglected paper, Bench-Capon [4]

sets out a number of arguments that raise real concerns about

the possibility of handling dimensional information in the kind of

rule-based systems used by Prakken and Sartor. On Bench-Capon’s

view, there are two crucial problems: first, as I have emphasized,

no particular value along a dimensional scale necessarily favors

one side or the other, in the way that factors do, and second, that if

several dimensions are present, strength along one dimension can

be traded off for strength along another.

As far as I know, the concerns raised by Bench-Capon have not

been resolved. My goal in this paper is to do just that—to propose

one way, at least, in which dimensional reasoning can be modeled

in a rule-based system. In carrying out this project, I will not be

working directly with Prakken and Sartor’s logic, which is designed

to model legal argument, but instead in a rule-based framework of

my own, designed to characterize the concept of legal constraint.

Still, if my proposal is successful, it can be adapted to Prakken and

Sartor’s logic, or to any other framework in which the reasons

underlying common law decisions are carried by defeasible rules.

I begin, in the next section, by describing a standard representa-

tion of legal cases based on factors alone, and then reviewing—and

1
See both Bench-Capon and Rissland [7] and Rissland and Ashley [20] for arguments

supporting the importance of dimensions in legal knowledge representation.

2
Speaking of dimensions, as well as hypotheticals, they write that “there are no

theoretical objections to extending our analysis with these features” [18, p. 279].

slightly reformulating—two models of precedential constraint de-

veloped within this standard setting. The first is the “result model”

of constraint, supporting only a fortiori reasoning and so consid-

ered, by many, as too weak to be plausible. The second is what I

call the “reason model,” supporting a somewhat stronger notion of

constraint, since it allows the reasons behind a court’s decisions to

be taken into account. I show in Section 3 both how the standard

representation can be modified to allow for dimensions rather than

factors and how the two models of constraint, result and reason,

can then be adapted to this new dimensional setting. Finally, in

Section 4, I describe one way of interpreting standard information

within the dimensional setting and explore relations, in this setting,

between the two models of constraint.

2 THE STANDARD SETTING
2.1 Factors, rules, and cases
Let us begin by postulating a set F of standard factors—the phrase
is meant to distinguish these factors from a different kind of factor

to be introduced later on, which will be related to dimensional

information. We simplify by imagining that the reasoning under

consideration involves only a single step, proceeding at once from

the factors present in a case to a decision for the plaintiff or de-

fendant, rather than moving through a series of intermediate legal

concepts. As a result, we can suppose that the entire set of standard

factors is exhausted by the set Fπ = { f π
1
, . . . , f πn } of those favor-

ing the plaintiff together with the set Fδ = { f δ
1
, . . . , f δm } of those

favoring the defendant: F = Fπ ∪ Fδ . As this notation suggests,

we take π and δ to represent the two sides in a dispute, plaintiff

and defendant, and where s is a side, we let we let s represent the

opposite side: π = δ and δ = π .
Within the standard setting, a situation confronting the court—

that is, a standard fact situation—can be defined simply as some

particular subset X of the standard factors: X ⊆ F . And where X is

a standard fact situation, we let X s
represent the standard factors

from X that support the side s: Xπ = X ∩ Fπ and Xδ = X ∩ Fδ .
Rules will be defined in terms of reasons, where a standard rea-

son favoring the side s is some set of factors favoring that side.

To illustrate: { f π
1
, f π
2
} is a standard reason favoring the plaintiff,

while { f δ
1
} is a standard reason favoring the defendant; but the

set { f π
1
, f δ
1
} is not a reason, since the factors it contains do not

uniformly favor one side or another. Reasons of this kind are to be

interpreted conjunctively, so that, for example, the reason { f π
1
, f π
2
}

represents the conjunction of the propositions represented by the

factors f π
1

and f π
2
.

The idea that a factor holds in a particular situation, or that

the situation satisfies that factor, can be defined very simply in

the standard case, and then lifted from factors to reasons, or sets

of factors, by stipulating that a situation satisfies a set of factors

whenever it satisfies each factor from that set.

Definition 2.1. Where X is a standard fact situation and f sn is a

standard factor, X satisfies f sn—written, X |= f sn—if and only if f sn
belongs to X .

Definition 2.2. Where X is a fact situation andW is a matching

reason, X satisfiesW—written, X |=W—if and only if X satisfies

each factor contained inW .
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We can then define a relation of entailment between reasons, but

stipulating that one reason entails another whenever any situation

that satisfies the first of these reasons also satisfies the second.

Definition 2.3. WhereW and Z are matching reasons,W entails

Z—written,W | |−− Z—if and only if X |= Z whenever X |=W , for

any matching fact situation X .

These definitions call for two comments. First, bothDefinitions 2.2

and 2.3 contain the requirements that reasons, or reasons and fact

situations, must be matching. These requirements can be ignored

for now, since we currently have before us only standard reasons

and standard fact situations, which we can assume to match. Sec-

ond, logical entailment among reasons corresponds to strength as

a reason—that is, whereW and Z are reasons supporting the same

side, it is natural to suppose thatW is at least as strong a reason as

Z for that side wheneverW | |−− Z .
Given the notion of a standard reason introduced here, a stan-

dard rule r can be defined as a statement of the form W → s ,
whereW is a standard reason supporting the side s . We define two

functions—Premise and Conclusion—picking out the premise and

the conclusion of a rule, so that, in the case of this particular rule r ,
for example, wewould have Premise (r ) =W andConclusion(r ) = s .
A rule like this is to be interpreted as defeasible, telling us that its

premise entails its conclusion, not as a matter of necessity, but only

by default. What the ruleW → s means, then, is that, if the factors

fromW hold in some fact situation, then as a default, the court

ought to reach a decision in favor of the side s—or perhaps more

intuitively, that the factors fromW , taken together, provide the

court with a reason for deciding for s .
A standard precedent case is defined as a standard fact situation

together with an outcome and a standard rule through which that

outcome is reached or justified. Such a case, then, is a triple of

the form c = ⟨X ,r ,s⟩, where X is a fact situation containing the

standard factors presented by the case, r is the rule of the case,

and s is its outcome. We define three functions—Facts , Rule , and
Outcome—mapping cases into their component parts, so that, in the

case c above, for example, we have Facts (c ) = X , Rule (c ) = r , and
Outcome (c ) = s . The concept of a case is subject to two coherence

conditions: first, that the rule of the case must actually apply to the

underlying fact situation, or equivalently, that the fact situation

satisfies the reason that forms the premise of that rule, and second,

that the conclusion of the case rule must match the outcome of the

case itself.

These various concepts and constraints can be illustrated through

the concrete case c1 = ⟨X1,r1,s1⟩, where X1 = { f
π
1
, f π
2
, f δ
1
, f δ
2
},

with two factors each favoring the plaintiff and the defendant,

where r1 is the rule { f
π
1
} → π , and where the outcome s1 is π , a

decision for the plaintiff. This particular precedent, then, represents

a case in which the court decided for the plaintiff by applying or

introducing a rule according to which the presence of the factor

f π
1

leads, by default, to a decision for the plaintiff.

Finally, a standard case base can be defined as a set Γ of standard

cases—a set of fact situations presented to various courts, together

with their outcomes and the rules justifying these outcomes.

2.2 Two models of constraint
Now, how does an existing case base like this constrain decisions

in future cases? We begin by reviewing two models of precedential

constraint developed in previous work.

The first, drawn from my [12], is the result model, according to
which an existing case base constrains a later court only when that

court is presented with an a fortiori fact situation—a situation that

is at least as strong for the winning side of some precedent case as

the fact situation of that precedent case itself.
3

Obviously, this model relies on some ordering through which

different fact situations can be compared in strength for one side

or another. The ordering I propose, in the standard setting, is one

according to which a fact situation Y presents a case for the side s
that is at least as strong as that presented by the fact situation X
whenever Y contains all the factors from X that support s , and X
contains all the factors from Y that support s , the opposite side. If
we let ≤s represent the strength ordering for the side s , this idea
can then be defined formally as follows:

Definition 2.4. Let X and Y be standard fact situations. Then Y is

at least as strong as X for the side s—written, X ≤s Y—if and only

if X s ⊆ Y s and Y s ⊆ X s
.

This definition can be illustrated by considering the previous fact

situation X1 = { f
π
1
, f π
2
, f δ
1
, f δ
2
} along with the new fact situation

X2 = { f
π
1
, f π
2
, f δ
1
}. We then have X1 ≤

π X2, since X2 contains all

the factors from X1 that support π , and X1 contains all the factors

from X2 that support δ ; and we can see, likewise, that X2 ≤
δ X1.

With this strength ordering ≤s in place, it is straightforward

to define the concept of a fortiori constraint at work in the result

model:

Definition 2.5. Let Γ be a case base and X a matching fact situ-

ation confronting the court. Then the result model of constraint

requires the court to reach a decision in X for the side s if and
only if there is some case c from Γ such that Outcome (c ) = s and
Facts (c ) ≤s X .

To continue with the same example, suppose the background

case base is Γ1 = {c1}, containing only the previous case c1, and
that the court is currently confronting the situation X2. Then the

result model of constraint requires a decision in this situation for

the plaintiff, since Facts (c1) = X1 and Outcome (c1) = π , and since,

as we have seen, X1 ≤
π X2.

The result model presents a picture of precedential constraint

that depends only on the comparative strength for a side of the

current fact situation relative to the facts of some precedent case,

regardless of the explicit rule formulated by the court to justify its

decision in that precedent case. There is a long history behind the

idea that a court’s own efforts at justifying its decision should carry

less weight than the decision itself. This history goes back at least to

Goodhart’s [11] thesis that the ratio decidendi of a case is determined

only by the decision in that case together with its material facts, and

through Goodhart, to earlier work by the American legal realists.
4

3
The phrase “result model” is due to Alexander [2].

4
An interesting discussion of the realist influence on Goodhart is found in Duxbury

[9, pp. 80–90].
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But, though the history behind this idea may be long, the idea

itself represents a minority opinion. Most writers—including Eisen-

berg [10], Raz [19] and Simpson [22]—believe that the reasons

offered by the court must be taken seriously as the basis for its deci-

sion. This perspective is captured in the reason model of constraint,
with roots in the work of Grant Lamond [15], first set out precisely

in [13], and developed in the context of artificial intelligence and

law by Bench-Capon and myself in [14]. The central feature of this

model is that it makes explicit what is, I feel, generally only implicit

in case law: a priority ordering representing the strength of the

reasons underlying judicial decisions.

To motivate this model of constraint, let us return to the case

c1 = ⟨X1,r1,s1⟩—whereX1 = { f
π
1
, f π
2
, f δ
1
, f δ
2
}, where r1 is { f

π
1
} →

π , and where s1 is π—and ask what information is actually carried

by this case; what is the court telling us with its decision? Well,

two things, at least. First of all, by appealing to the rule r1 as justifi-
cation, the court is telling us that the reason for its decision—that

is, Premise (r1), or { f
π
1
}—is sufficient to justify a decision in favor

of the plaintiff. But second, with its decision for the plaintiff on

the basis of the reason Premise (r1), the court is also telling us that

this reason for the plaintiff—and indeed any reason for the plaintiff

that is at least as strong as this one—carries greater weight, or has

higher priority, than any reason for the defendant that holds in X1,

the fact situation of the case.

We can recall that a reasonW favoring the defendant holds in

X1 whenever X1 |= W , and that a reason Z for the plaintiff is at

least as strong as Premise (r1) whenever Z | |−− Premise (r1). If we let
<c1 represent the priority relation on reasons that is derived from

the particular case c1, therefore, the force of the court’s decision in

this case is that, ifW is a reason favoring the defendant and Z is

a reason favoring the plaintiff, thenW <c1 Z whenever X1 |=W

and Z | |−− Premise (r1). To illustrate: since { f δ
1
} and { f π

1
, f π
3
} are

reasons favoring the defendant and the plaintiff respectively, and

since we have both X1 |= { f
δ
1
} and { f π

1
, f π
3
} | |−− Premise (r1), it

follows that { f δ
1
} <c1 { f

π
1
, f π
3
}—the court’s decision in the case c1

tells us that the reason { f π
1
, f π
3
} favoring the plaintiff is assigned a

higher priority than the reason { f δ
1
} favoring the defendant.

This line of argument leads to the following definition of the

priority ordering among reasons that can be derived from a single

case:

Definition 2.6. Let c = ⟨X ,r ,s⟩ be a case, and letW and Z be

matching reasons favoring the sides s and s respectively. Then the

relation <c representing the priority ordering on reasons derived

from the case c is defined by stipulating thatW <c Z if and only if

X |=W and Z | |−− Premise (r ).

A reader who is familiar with earlier versions of this definition—

set out in [13] or [14], for example—might note that I have here

replaced the earlier condition thatW ⊆ X with the current X |=W ,

and the earlier condition that Premise (r ) ⊆ Z with the current

Z | |−− Premise (r ). As it turns out, the new conditions are equiva-

lent to the earlier conditions in the standard setting, but allow the

definition to generalize to the dimensional setting.

Once we have defined the priority ordering derived from a single

case, we can introduce a priority relation <Γ derived from an entire

case base Γ by stipulating that one reason has a higher priority than

another according to the entire case base whenever that priority

relation is supported by some particular case from the case base.

Definition 2.7. Let Γ be a case base, and letW and Z be matching

reasons. Then the relation <Γ representing the priority ordering

on reasons derived from the case base Γ is defined by stipulating

thatW <Γ Z if and only ifW <c Z for some case c from Γ.

And we can then define a case base as consistent as long as it

does not tell us, for some pair of reasons, that each has a higher

priority than the other.

Definition 2.8. Let Γ be a case base with <Γ its derived priority

ordering. Then Γ is inconsistent if and only if there are matching

reasonsW and Z such thatW <Γ Z and Z <Γ W , and consistent

otherwise.

Given this notion of consistency, we can turn to the reasonmodel

of constraint itself. The intuition is simply that, in deciding a case,

a court is required to preserve the consistency of the case base.

More exactly, supposing that, against the background of a case

base Γ, a court is confronted with a new fact situation X , what the

reason model requires is simply that the court reach a decision in

the situation X that is consistent with Γ.

Definition 2.9. Let Γ be a case base and X a matching fact situ-

ation confronting the court. Then the reason model of constraint

requires the court to base its decision on some rule r supporting an
outcome s such that the new case base Γ ∪ {⟨X ,r ,s⟩} is consistent.

This definition can be illustrated by assuming once more that the

background case base is Γ1 = {c1}, containing as its single member

the familiar case c1. Suppose that, against this background, the court

confronts the fresh situation X3 = { f
π
1
, f δ
1
} and considers finding

for the defendant on the basis of { f δ
1
}, leading to the decision

c3 = ⟨X3,r3,s3⟩, where X3 is as above, where r3 is { f
δ
1
} → δ , and

where s3 is δ . Since X3 |= { f
π
1
} and { f δ

1
} | |−− Premise (r3), we would

then have { f π
1
} <c3 { f

δ
1
}, according to which the reason { f δ

1
} for

the defendant would have to have a higher priority than the reason

{ f π
1
} for the plaintiff. But Γ1 already contains the case c1, from

which we can derive the priority relation { f δ
1
} <c1 { f

π
1
}, telling us

exactly the opposite. As a result, the augmented case base Γ1 ∪ {c3}
would be inconsistent, so that the reason model would prevent the

court from deciding the situation X3 for the defendant on the basis

of the rule r3.
What are the relations between these two models of constraint,

result and reason? It is easy to see that constraint in accord with

the result model entails constraint in accord with the reason model.

Observation 1. Let Γ be a consistent case base and X a new

fact situation confronting the court, and suppose the result model

requires the court to reach a decision for the side s in the situation

X . Then the reason model likewise requires the court to reach a

decision for the side s .

But at least in the standard setting, the converse entailment fails,

as the example just considered shows. Supposing that the court

is confronting the new fact situation X3 = { f
π
1
, f δ
1
} against the

background of the case base Γ1 = {c1}, the result model of constraint

does not require a decision for the plaintiff, since X3 is not at least
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as strong for the plaintiff as some case already decided for the

plaintiff—in particular, we do not have X1 ≤
π X3. But as we have

just seen, the reason model of constraint does require a decision

for the plaintiff in this situation, since a decision for the defendant

on the only grounds available, the reason { f δ
1
}, would render the

background case base inconsistent. The reason model allows the

court to narrow the rule supporting its judgment, thus broadening

the scope of its decision and constraining more future cases.

3 THE DIMENSIONAL SETTING
3.1 Dimensions and magnitudes
We now move from the standard setting, with a case representation

based on standard factors, to the dimensional setting. While a factor

is a legally significant proposition, which either holds or does not,

but always favors the same side when it does hold, a dimension, we

recall, is an ordered set of values, with the ordering corresponding

to the extent to which these values favor one side or the other.

The importance of dimensions was illustrated earlier with Prakken

and Sartor’s change of fiscal domicile example, where the issue

under dispute is whether a period of residence in a foreign country

counts as a change of fiscal domicile, and where one dimension to

consider is the duration of that period, with various lengths of time

as values and longer lengths of time favoring change of domicile

more strongly. Of course, there may be more than one dimension

to consider in a given dispute. In the present example, another

relevant dimension might be the proportion of the individual’s in-

come derived from organizations based in the foreign country, with

particular percentages as values and larger percentages favoring

change of domicile.

To represent information like this, we start by postulating a set

D = {d1,d2, . . . ,dn } of dimensions relevant to some area of dispute.

For each dimension, we assume an ordered set of values, ranging

from those favoring the side s to those favoring the side s . Where p
and q are values along some fixed dimension, we take the statement

p ⪯s q

to mean that the assignment of the value q to this dimension favors

the side s at least as strongly as the assignment of p. This order-
ing on dimension values is assumed to satisfy the transitivity and

antisymmetry conditions

p ⪯s q and q ⪯s r implies p ⪯s r ,
p ⪯s q and q ⪯s q implies p = q,

as well as a duality condition

p ⪯s q if and only if q ⪯s p,

according to which q favors the side s at least as much as p just in

case p favors the opposite side s at least as much as q.
This notation can be illustrated with the fiscal domicile example

if we imagine that the plaintiff is the individual’s native country,

which is arguing against change of domicile in order to tax the

individual’s income, and that the defendant is the individual, who

is arguing for change of domicile in order to pay, we can suppose,

the lower tax rates available in a foreign country. Here, two possible

values along the dimension representing the period of residence

abroad are six months and eighteen months. If these values are

represented simply as 6 and 18, we have 6 ⪯δ 18, since the longer

period favors the defendant’s argument for change of domicile;

duality then tells us that 18 ⪯π 6, since the shorter period favors

the plaintiff’s argument against change.

Where p is a value along the dimension d , the pair ⟨d,p⟩ is a
value assignment, according to which the dimension d takes on the

value p. In contrast to a standard fact situation, defined earlier as a

set of standard factors, a dimensional fact situation

X = {⟨d,p⟩ : d ∈ D}

can be defined as a set of values assignments, one for each dimen-

sion, subject to the condition that if ⟨d,p⟩ and ⟨d,p′⟩ both belong

to X , then p = p′. A dimensional fact situation, in other words, is a

function mapping each dimension to a value along that dimension.

We take X (d ) as the value assigned to the dimension d in the fact

situation X , where this idea is defined in the usual way:

X (d ) = p if and only if ⟨d,p⟩ ∈ X .

The central conceptual problem presented by the dimensional

setting is that, while standard fact situations are constructed out

of standard factors, which always favor one side or the other, di-

mensional fact situations are constructed out of value assignments,

which need not favor any particular side. We address this problem

by introducing a different class of factors, like standard factors in

possessing a definite polarity, but keyed to the value assignments

found in dimensional fact situations.

To motivate the proposal, imagine that an individual has been

living in a foreign country for two and a half years, and the question

of fiscal domicile hinges onwhether a period of that length counts as

a long duration. How could a court reach a decision in this situation,

and how could it justify its decision? My suggestion is that the court

might focus on some particular value along the dimension scale—a

value that seems to be salient—and then both make and justify its

decision by comparing the value of the dimension in the current

fact situation to that salient value. Suppose, for instance, that the

value of one year seems, to the court, like a sufficient and salient

length of time to count as a long duration. The court could then

register its decision in the current situation by ruling for change

of fiscal domicile, and so in favor of the defendant, on the grounds

that the period of residence in the foreign country lasted at least a

year.

This proposition—to spell it out, that the actual period of res-

idence abroad favors the defendant at least as much as a period

of one year—is a kind of factor: it either holds or does not hold in

any fact situation, and always favors the same side, the defendant,

when it does hold. Generalizing from our example, then, where p is

some value along the dimension d , we now introduce the concept

of a magnitude factor favoring the side s , as a statement of the form

Ms
d,p

carrying the meaning: the actual value assigned to the dimension d
favors the side s as least as strongly as the value p. If we take d1 as
the dimension representing length of time abroad, the magnitude

factor at work in our example can now be expressed asMδ
d1,12

, the

proposition that the actual value assigned to d1 in the situation at

hand favors the defendant at least as much as a value of twelve

months, or one year.
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Once these magnitude factors have been introduced, we follow

the pattern from the standard setting by defining amagnitude reason
favoring the side s as a set of magnitude factors favoring that side.

A factor collection of the form {Mπ
d1,p
,Mπ

d2,q
}, then, would be a

magnitude reason favoring the plaintiff, carrying the conjunctive

meaning that the actual value assigned to d1 favors the plaintiff as

least as strongly as p and the actual value assigned to d2 favors the
plaintiff as least as strongly as q.

Now, what about satisfaction and entailment? In the standard

setting, where fact situations were simply sets of standard factors, a

fact situation could be said to satisfy a factor whenever that factor

belonged to the situation. But this idea, set out in Definition 2.1,

cannot carry over to the dimensional setting, since a fact situation is

now defined as a set of value assignments and a magnitude factor is

something else entirely—a statement of the formMs
d,p , carrying the

meaning, once again, that the value assigned to dimension d favors

the side s at least as strongly as the value p. Here, since the value
assigned to the dimension d in some situation X is simply X (d ),
and since this value favors the side s at least as strongly as the value
p whenever p ⪯s X (d ), the conditions under which a dimensional

fact situation satisfies a magnitude factor can be defined as follows:

Definition 3.1. Where X is a dimensional fact situation andMs
d,p

is a magnitude factor, X satisfiesMs
d,p—written, X |= Ms

d,p—if and

only if p ⪯s X (d ).

To illustrate, imagine that the dimensional fact situation X con-

tains the value assignment ⟨d1,30⟩, indicating that the individual
has been in the foreign country for a period of two and a half years,

or thirty months, so thatX (d1) = 30. Since a period of thirty months

favors the conclusion of an absence of long duration, and so the

defendant, more than a period of twelve months, we therefore have

12 ⪯δ X (d1), which now tells us that X |= Mδ
d1,12

.

Once the previous treatment of factor satisfaction from Defini-

tion 2.1 has been replaced with this new treatment, from Defini-

tion 3.1, our earlier definitions of reason satisfaction and entailment

can be carried over without change to the dimensional setting. We

can say, in accord with Definition 2.2, that a dimensional fact sit-

uation satisfies a magnitude reason whenever that fact situation

satisfies each magnitude factor belonging to that reason, and in ac-

cord with Definition 2.3, that one magnitude reason entails another

whenever every dimensional fact situation that satisfies the first

also satisfies the second. In interpreting these definitions, of course,

we must attend to the matching requirements, which guarantee

that they apply only within settings, not across settings.

IfW is a magnitude reason favoring the side s , we can now define

W → s as amagnitude rule, where this rule is interpreted defeasibly,
just like a standard rule, and where the functions Premise and

Conclusion picking out the premise and conclusion of this rule are

defined as before. And following the pattern of the standard setting,

we can define a dimensional case as a triple c = ⟨X ,r ,s⟩, where X
is a dimensional fact situation, r is a magnitude rule justifying a

particular outcome, and s is the case outcome itself. As before, we

have three functions—Facts , Rule , and Outcome—mapping cases

into their component parts. And we require, as coherence condition

on the concept of a case, both that the rule of the case should apply

to its fact situation and that the conclusion of the case rule should

match the case outcome.

These ideas can be illustrated through the concrete example

c4 = ⟨X4,r4,s4⟩, where X4 = {⟨d1,30⟩,⟨d2,60⟩} is the underly-

ing dimensional fact situation, where r4 is the magnitude rule

{Mδ
d1,12
} → δ , and where s4 is δ , a decision for the plaintiff. If

we take d1 and d2 as the dimensions representing length of time in

a foreign country and proportion of income earned from organiza-

tions based in that country, then X4 represents a fact situation in

which an individual spent two and a half years in a foreign country,

and during that period earned sixty percent of his or her income

from organizations based in that country. The case, then, is one in

which, faced with this situation, the court ruled for change of fiscal

domicile, and so in favor of the defendant, on the grounds that the

individual spent at least a year in the foreign country.

Finally, and as in the standard setting, we define a dimensional
case base Γ as a set of dimensional cases.

3.2 Constraint
How can our twomodels of constraint, result and reason, be adapted

to the dimensional setting?

The result model, we recall, was meant to capture a fortiori

reasoning—according to which a court is constrained to decide a

situation for a particular side whenever that situation is at least as

strong for that side as the fact situation from some case that has

already been decided for that side—and so depends on an ordering

through which different fact situations can be compared in strength

for one side or another. In the standard setting, with standard fact

situations built from standard factors, this ordering was set out in

Definition 2.4, but of course, that definition is no longer applicable

in the dimensional setting. Fortunately, it is plain how the new

definition should go: the dimensional fact situation Y should now

be defined to be at least as strong for a side as the dimensional fact

situation X whenever, for every dimension, the value assigned by

Y to that dimension favors that side at least as much as the value

assigned by X . Continuing to use ≤s to represent strength for a

side s , this new definition can be stated formally as follows:

Definition 3.2. Let X and Y be dimensional fact situations. Then

Y is at least as strong as X for the side s—written, X ≤s Y—if and
only if X (d ) ⪯s Y (d ) for each dimension d from D.

And once this new concept of strength for a side is in place, our

previous specification of the result model in terms of strength for a

side, set out in Definition 2.5, can be carried over without change.

The result model, in the dimensional setting, can be illustrated

by taking as background the dimensional case base Γ2 = {c4}, con-
taining only the earlier dimensional case c4, and imagining that

the court is confronting the new situation X5 = {⟨d1,36⟩,⟨d2,65⟩},
representing a state of affairs in which an individual spent three

years in a foreign country while earning sixty-five percent of his or

her income from organizations based there. Comparing this fresh

situation to the earlier X4 = {⟨d1,30⟩,⟨d2,60⟩}, our new Defini-

tion 3.2 tells us that X4 ≤
δ X5, since 30 ⪯

δ
36 along the dimension

d1 and 60 ⪯δ 65 along the dimension d2. Definition 2.5 then tells

us that, according to the result model, X5 must be decided for the

defendant, since this situation is at least as strong for the defendant



Reasoning with Dimensions and Magnitudes ICAIL’17, June 12–15, 2017, London, UK

as X4, the fact situation from the previous case c4 that was already
decided for the defendant.

The result model, then, can be adapted in a straightforward way

to the dimensional setting, but what about the reason model? Here

we can see the point of our reformulation of the reason model

in terms of the logical ideas of reason satisfaction and reason

entailment—for it now turns out that, subject only to matching

restrictions, the treatment of the reason model set out earlier car-

ries over without change to the dimensional setting.

To spell it out: According to Definition 2.9, the reason model re-

quires a court, faced with a fresh fact situation and working against

the background of an existing case base, to reach a decision that

maintains consistency of the case base. A case base is consistent,

according to Definition 2.8, as long as there are no two reasons each

of which is prioritized over the other on the basis of the priority

ordering derived from that case base, where this idea is set out in

Definition 2.7, which itself relies on the central concept, set out in

Definition 2.6, of the priority ordering on reasons derived from a

single case. This latter definition draws on the ideas of reason satis-

faction and reason entailment from Definitions 2.2 and 2.3, which

themselves bottom out, in the standard setting, in the treatment of

standard factor satisfaction from Definition 2.1 and, in the dimen-

sional setting, in the new treatment of magnitude factor satisfaction

from Definition 3.1. The entire structure of the reason model is thus

identical in the standard and dimensional settings, differing only

at the very bottom, with different definitions of satisfaction for

standard and magnitude factors.

Still, even though the dimensional reason model simply paral-

lels the standard version, it is worth discussing a few examples in

order to understand the shape of this model in the more complex

dimensional setting.

Example 1. Continuing to work in the fiscal domicile domain,

we begin with the simplifying assumption that there is only one

dimension of concern: length of time abroad. Suppose that Γ3 = {c6},

with c6 = ⟨X6,r6,s6⟩, whereX6 = {⟨d1,30⟩}, where r6 is {M
δ
d1,12
} →

δ , and where s6 is δ . The single case in this case base, then, is one

in which the defendant has spent two and a half years abroad and

the court ruled for change of fiscal domicile, and so in favor of the

defendant, on the grounds that the period abroad lasted at least a

year. Now, against this background, imagine that the new situation

X7 = {⟨d1,18⟩}, representing a defendant who has spent a year

and a half, or eighteen months, abroad comes before a different

court. The new court, we can suppose, has stricter standards for

change of fiscal domicile and would prefer to rule against change

in this situation, and so for the plaintiff, on the grounds that the

defendant has spent less than two years abroad—that is, that the

actual period abroad favors the plaintiff at least as much as a period

of two years, or twenty-four months. The resulting decision would

be represented by the new case c7 = ⟨X7,r7,s7⟩, where X7 is as

above, where r7 is {M
π
d1,24
} → π , and where s7 is π .

Can the new court rule as it prefers? It can, according to the

reason model, since the resulting case base Γ3 ∪ {c7} is consistent.

Example 2. As in the previous example, we take as background

the case base Γ3 = {c6}, with c6 as before, and again imagine that a

new court is confronted with the fact situationX7 = {⟨d1,18⟩}. This

time, however, the new court embraces standards for change of

fiscal domicile very much stricter than those of the original court,

and would prefer to rule against change, and so for the plaintiff,

not on the grounds that the defendant spent less than two years

abroad, but on the grounds that the defendant spent less than three

years, or thirty-six months, abroad. The resulting decision would

be represented by the case c8 = ⟨X8,r8,s8⟩, where X8 = X7, where

r8 is {M
π
d1,36
} → π , and where s8 is π .

Again we must ask whether the new court can rule as it prefers,

and the answer this time is that it cannot, since the resulting case

base Γ3 ∪ {c8} would be inconsistent. This fact can be seen infor-

mally by noting that the new case rule r8 would indeed apply to

the previous situation X6, and conflict with the decision reached

regarding that situation by the c6 court. For a more formal verifica-

tion, we need only note that X6 |= Premise (r8) and of course that

Premise (r6) | |−−Premise (r6), from which it follows by Definition 2.6

that Premise (r8) <c6 Premise (r6), and also that X8 |= Premise (r6)
and Premise (r8) | |−−Premise (r8), from which it likewise follows that

Premise (r6) <c8 Premise (r8).

Example 3. We now consider a fiscal domicile example in which

there is more than one dimension of concern. Take as background

the previous case base Γ2 = {c4}, containing c4 = ⟨X4,r4,s4⟩, where

X4 = {⟨d1,30⟩,⟨d2,60⟩}, where r4 is {M
δ
d1,12
} → δ , and where s4 is δ .

This case, once again, represents a situation in which the defendant

spent two and a half years in a foreign country while earning sixty

percent of his or her income there, and in which the court decided

for the defendant on the grounds that the period abroad lasted at

least a year. Now imagine that, against this background, a different

court confronts the new fact situation X9 = {⟨d1,36⟩,⟨d2,10⟩}, rep-
resenting an individual who easily satisfies the rule of the c4 court
by spending three years in a foreign country, but during that period

earned only ten percent of his or her income from organizations

based there .

In considering this situation, the new court might be struck

by the remarkably low proportion of income earned from foreign

organizations, suppose that this possibility escaped notice of the

c4 court when it formulated its rule based solely on length of stay

abroad, and therefore rule against change of domicile, and so in

favor of the plaintiff, on the grounds that less than twenty-five

percent of income was earned from foreign organizations. This

decision would be represented by the case c9 = ⟨X9,r9,s9⟩, where
X9 is as above, where r9 is {M

π
d2,25
} → π , and where s9 is π . We

leave it to the reader to verify that this decision is allowed by the

rule model of constraint, since the resulting case base Γ2 ∪ {c9} is
consistent. What this example shows is that strength along one

dimension can be overcome by weakness along another—there are

tradeoffs among dimensions.

Observation 1 continues to hold in the dimensional setting, from

which it follows that result constraint entails reason constraint. As

we saw earlier, the converse does not hold in the standard setting:

a court can be constrained by the reason model to reach a decision

for a particular side even though that decision is not forced by the

result model. Surprisingly, though, the converse of Observation 1
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does hold in the full dimensional setting: not only does result con-

straint entail reason constraint, but reason constraint entails result

constraint.

Observation 2. Let Γ be a consistent dimensional case base

and X a new dimensional fact situation confronting the court, and

suppose the reason model requires the court to reach a decision

for the side s in the situation X . Then the result model likewise

requires the court to reach a decision for the side s .

Does this mean that there is no difference, in the dimensional

setting, between the reason and result models of constraint, that the

reason model simply collapses into the result model? The answer is

that the two models do collapse when the full range of magnitude

reasons is allowed, but that they can come apart, and the reason

model once again offers a stronger notion of constraint, when the

range of magnitude reasons under consideration is restricted. We

return to this topic in the next section.

4 INTERPRETING STANDARD
INFORMATION

4.1 An interpretation
Having explored the notion of precedential constraint in two gen-

eral settings, standard and dimensional, we now describe one way

in which information from the standard setting can be interpreted

into the dimensional setting.

It is sometimes suggested that standard factors can be thought

of as points along a dimension.
5
The interpretation set out here is

based, however, on an understanding of standard factors themselves

as dimensions. Considered as dimensions, the standard factors are

seen as taking on the boolean values 1 and 0, indicating presence

or absence, with these values ordered so that, for a standard factor

favoring the side s , its presence favors s at least as much as its

absence, and its absence favors the opposite side s at least asmuch as

its presence. This idea is encoded using our value ordering notation

by stipulating that, where f is a standard factor and p and q are

its possible boolean values, and where ≤ is the usual ordering on

numbers, then

p ⪯s q if and only if

{
p ≤ q and f ∈ F s

q ≤ p and f ∈ F s .

The reader can verify that the ≺s ordering defined in this way

satisfies our earlier conditions of transitivity, antisymmetry, and

duality.

We now define a dimensionalization function D, mapping items

from the standard setting into their dimensional counterparts, in

five steps. First, where X is a standard fact situation, we take

D (X ) = {⟨f ,1⟩ : f ∈ X } ∪ {⟨f ,0⟩ : f ∈ F − X },

as its corresponding dimensional fact situation, where, of course,

the value assignments ⟨f ,1⟩ and ⟨f ,0⟩ indicate the presence or ab-
sence of the standard factor f in X . There is a slight wrinkle when

it comes to interpreting standard reasons in the dimensional setting,

since standard reasons are objects of the same type as standard

fact situations—sets of standard factors—and so would likewise be

5
See, for example, Bench-Capon [6].

mapped by D into dimensional fact situations, rather than magni-

tude reasons. As our second step, we therefore introduce a separate

functionD ′mapping standard reasons into their dimensional coun-

terparts in such a way that, whereW is a standard reason favoring

the side s , its dimensionalization is

D ′(W ) = {Ms
f ,1 : f ∈W },

a magnitude reason that is satisfied by a dimensional fact situation

just in case, for each standard factor present inW , that dimensional

fact situation contains a value assignment indicating the presence

of that factor.

Third, where r is a standard rule supporting the outcome s , its
dimensionalization D (r ) is a magnitude rule of the form

D ′(Premise (r )) → s,

supporting the same outcome as the original, and taking as its

premise the dimensionalization of the standard reason that forms

the premise of the original rule. Fourth, where c = ⟨X ,r ,s⟩ is a
standard case, its dimensionalization

D (c ) = ⟨D (X ),D (r ),s⟩

is the dimensional case containing the dimensionalization of the

fact situation and rule from the original case, and the same outcome.

Fifth, and finally, where Γ is a standard case base, its dimensional-

ization is

D (Γ) = {D (c ) : c ∈ Γ}

containing dimensionalizations of each case belonging to the origi-

nal.

We can see these definitions at work by calculating the dimen-

sionalization of the case base Γ1 = {c1}, considered earlier, contain-

ing the single case c1 = ⟨X1,r1,s1⟩, where X1 = { f
π
1
, f π
2
, f δ
1
, f δ
2
},

where r1 is { f
π
1
} → π , and where s1 is π . Descending through the

steps in our definition, we have D (Γ1) = {D (c1)}, with D (c1) =
⟨D (X1),D (r1),s1⟩, where D (X1) is the dimensional fact situation

{⟨f π
1
,1⟩,⟨f π

2
,1⟩,⟨f δ

1
,1⟩,⟨f δ

2
,1⟩} and whereD (r1) is the magnitude

rule {Mπ
f π
1
,1
} → π .

The question now arises: to what extent are the constraint rela-

tions defined in the standard setting preserved under the mapping

described here from standard to dimensional information? Or more

exactly: given a standard case base Γ and fact situation X , is it the

case that a court working against the background of Γ is constrained
to decide X for s just in case, moving to the dimensional setting,

a court working against the background of D (Γ) is constrained
to decide D (X ) for s? Since we are working with two models of

constraint, result and reason, we need to ask the question separately

for each model.

Beginning with the result model, it turns out that, here, the

notion of constraint defined in the standard setting carries over

without change to the dimensional setting.

Observation 3. Let Γ be a standard case base and X a standard

fact situation confronting the court. Then the result model of con-

straint requires the court working against the background of Γ to

reach a decision in X for the side s if and only if, moving to the

dimensional setting, the result model of constraint requires the

court working against the background of the dimensional case base

D (Γ) to reach a decision in the dimensional fact situation D (X )
for the side s .
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Things are different, though, when we turn to the reason model:

here, the concept of constraint defined in the standard setting fails

to survive interpretation into the dimensional setting. We can see

this by reconsidering our earlier example in which a court faces the

standard fact situationX3 = { f
π
1
, f δ
1
} against the background of the

standard case base Γ1 = {c1}. As we saw earlier, the reason model of

constraint requires the court to decide this situation for the plaintiff,

since a decision for the defendant would prioritize { f δ
1
} over { f π

1
},

but the opposite priority ordering is already supported by the back-

ground case base. If the example is interpreted in the dimensional

setting, however—that is, supposing the court faces the dimensional

fact situationD (X3) = {⟨f
π
1
,1⟩,⟨f π

2
,0⟩,⟨f δ

1
,1⟩,⟨f δ

2
,0⟩} against the

background of the dimensional case base D (Γ1)—then the reason

model no longer requires a decision for the plaintiff. This fact fol-

lows at once from Observation 2, according to which, in the dimen-

sional setting, the reason model requires a decision for a particular

side only if the result model also requires a decision for that side. But

the result model does not require a decision for the plaintiff in this

case, since we do not have D (X1) ≤
π D (X3). Why not? Because

there is at least one dimension, the dimension f π
2
, whose value

in the fact situation D (X3) does not favor the plaintiff as strongly

as its value in D (X1); in particular, D (X1) ( f
π
2
)—that is, the value

assigned to f π
2

in the fact situation D (X1)—is 1 while D (X3) ( f
π
2
)

is 0, and since f π
1

favors the plaintiff, it follows from our ordering

definition that we do not have D (X1) ( f
π
2
) ⪯π D (X3) ( f

π
2
).

4.2 Restricting the reasons
Since, by Observation 2, the reason model collapses into the result

model in the dimensional setting, it is natural towonderwhether the

reason model can be modified so that it allows, in the dimensional

setting, a pattern of constraint that aligns with that of the standard

reason model. In fact, it can, by restricting the reason model so that

appeal to inappropriate reasons and rules is blocked .

In order to do this in the most general way, we proceed in three

steps. First, we generalize the reason model of constraint from

Definition 2.9 to allow for restrictions on the rules available to

justify decisions. Although this new version of the reason model

differs from the original only in a single word—the requirement

that the rule appealed to should be appropriate—it is formulated

explicitly here for the sake of clarity:

Definition 4.1. Let Γ be a case base and X a matching fact situ-

ation confronting the court. Then the reason model of constraint

requires the court to base its decision on some appropriate rule r
supporting an outcome s such that the new case base Γ ∪ {⟨X ,r ,s⟩}
is consistent.

Now, what does it mean for a rule to be appropriate? That varies,

and can be a matter of contention—in many domains, this would

be a research question. For present purposes, however, where we

are considering the interpretation of standard information into

the dimensional setting, we can stipulate that the appropriate rea-

sons and rules are those that result from the dimensionalization of

standard reasons and rules. Second, then, let us define a dimension-
alized standard reason as a magnitude reason of the form D ′(W )
for some standard reasonW , and a dimensionalized standard rule
as a magnitude rule with a dimensionalized standard reason as its

premise—that is, a magnitude rule of the form D (r ) for some stan-

dard rule r . Finally, if we stipulate for present purposes that all and
only the dimensionalized standard rules are appropriate, the pattern

of constraint defined by the reason model in the standard setting is,

at last, preserved under our mapping from standard to dimensional

information, as we can see from the following observation:

Observation 4. Let Γ be a consistent standard case base and X
a standard fact situation confronting the court. Then there is some

standard rule r supporting the outcome s such that the standard

case base Γ ∪ {⟨X ,r ,s⟩} is consistent if and only if, moving to the

dimensional setting, there is some dimensionalized standard rule r ′

supporting the same outcome such that the dimensional case base

D (Γ) ∪ {⟨D (X ),r ′,s⟩} is consistent.

The upshot is this: In the dimensional setting, the difference

between the result and reason models of constraint can be captured

by working with a single definition of constraint, set out in Defini-

tion 4.1, but classifying different reasons and rules as appropriate.

The result model emerges as the special case in which all reasons

and rules are classified as appropriate, while restrictions on the

set of appropriate reasons and rules lead to patterns of constraint

characteristic of the reason model.

5 CONCLUSION
My goal has been to show—in response to concerns raised by Bench-

Capon—how two simple models of precedential constraint, the re-

sult and reason models, can be broadened from the standard setting

to the dimensional setting, allowing a richer representation of legal

information, not just through sets of standard factors, but through

dimensions that can take on various values. The path followed in

this paper is, in many ways, straightforward, but it led to a sur-

prise. The surprise is that the two models of constraint, which are

distinct in the standard setting, collapse in the richer dimensional

setting. As a response to this collapse, in order to restore a contrast

between the result and reason models of constraint, we generalized

the reason model in a way that allows for limiting consideration

only to certain preferred, or appropriate, reasons and rules.

This generalization of the reason model may appear to be artifi-

cial, or ad hoc, especially given the somewhat technical problem

through which it was motivated. In fact, though, I feel that, by intro-

ducing the question of what reasons and rules should be classified

as appropriate, and why, the highlights some of the deeper issues

underlying the notion of precedential constraint. To support this

point, I close by describing a different and less technical setting in

which a contrast between the result and reason models hinges on

the question whether a particular rule is appropriate.

Returning to the change of fiscal domain scenario, suppose an

individual has lived in a foreign country for a year and ten days and

a court rules that this period counts as a long duration, and so for

the defendant, on the grounds that the individual has been away for

over a year. According to the result model, of course, the reason the

court gives to support its judgment has no bearing on constraint;

this particular judgment constrains a later case only if the facts of

that case are at least as strong for the defendant as the facts of the

present case—that is, only if an individual has spent at least a year

and ten days in a foreign country. And what Observation 2 tells us

is that, surprisingly, the initial version of the reason model, set out
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in Definition 2.9, yields the same outcome: any future situation in

which an individual has lived in a foreign country for less than a

year and ten days is distinguishable, even if the period of foreign

residence is longer than a year, and so falls within the scope of the

original rule.

But now, imagine actually trying to distinguish in such a case.

Suppose that, against the background of the previous decision, a

case arises concerning an individual who has lived abroad for a year

and five days . According to the initial version of the reason model,

the court could now consistently rule that this period of time should

not count as a period of long duration, and so for the plaintiff, on

the grounds that it is, say, no longer than a year and six days. I think

that we would all find such a judgment to be objectionable, not on

the grounds that it is formally inconsistent with the background

case base—it is, again, not inconsistent—but on the grounds that

the rule set out by the court to justify its decision is so contrived,

that it appears to be crafted simply to justify a desired outcome in

a particular case, rather than reflecting a coherent principle, and

that it promises to gerrymander the range of potential cases, rather

than reflecting any natural division.

What the new Definition 4.1 version of the reason model allows

us to do is reject such a rule as inappropriate, thus preventing the

reason model from collapsing into the result model in the dimen-

sional setting. Suppose, for example, that we decide that only rules

based on yearly increments are appropriate—one year, two years,

three years, and so on. Under that assumption, the initial court’s

decision does in fact constrain the new situation, in which an in-

dividual spent a year and five days abroad, not because there is

no rule on the basis of which this situation can be consistently

distinguished, but because no such rule is appropriate.

In a way, it should come as no surprise that we should find

ourself considering such higher-order features of rules. Some of the

most interesting work in artificial intelligence and law has focused

on the evaluation of rules with respect to various higher-order

considerations, most particularly the values advanced by those

rules—this theme was first sounded by Bench-Capon himself [5],

and echoed in the work of, among others, Bench-Capon and Sartor

[8] and Prakken [17]. But what is surprising, at least to me, is that,

once we move to the dimensional setting, we should be driven to

consider higher-order features of rules simply in order to maintain

a distinction between the result model and the reason model of

constraint.
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