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ABSTRACT
This paper describes a precise reason model of precedent,
based on the general idea that a later court is constrained
to reach a decision that is consistent with an earlier court’s
assessment of the balance of reasons. The account draws
on recent work in legal theory as well as concepts developed
within the field of artificial intelligence and law.

1. INTRODUCTION
The doctrine of precedent, as it has evolved within the

common law, has at its heart a form of reasoning—broadly
speaking, a logic—according to which the decisions of earlier
courts in particular cases somehow generalize to constrain
the decisions of later courts facing different cases, while still
allowing these later courts a degree of freedom in responding
to fresh circumstances. Although the techniques for arguing
on the basis of precedent are taught early on in law schools,
mastered with relative ease, and applied on a daily basis by
legal practitioners, it has proved to be considerably more dif-
ficult to arrive at a theoretical understanding of the doctrine
itself, a clear articulation of the underlying logic.

My purpose in this paper is to describe a new framework
within which we can begin to address this problem. I con-
centrate on two of the most fundamental questions in the
theory of precedent. First, how is it, exactly, that precedent
cases constrain future decisions—what is the mechanism of
constraint? And second, how is a balance then achieved be-
tween the constraints of precedent and the freedoms allowed
to later courts for developing the law.

The view I present will be contrasted with two other views,
or models, of precedential constraint appearing in the liter-
ature. The first is the rule model. A precedent case nor-
mally contains, not only a description of the facts of the
case along with a decision on the basis of those facts, but
also some particular rule through which that decision was
reached. According to the rule model, it is this rule that
carries the precedential constraint. Constraint by precedent
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just is constraint by rules; a precedent case constrains the
decision of a later court when the rule contained in that
precedent applies to the fact situation confronting the later
court.

A particularly strict version of the rule model has been
advanced by Larry Alexander, and developed by Alexander
and Emily Sherwin.1 According to this strict rule model,
the constraints carried by precedent rules are very nearly
absolute, with the result that the freedoms given to later
courts for developing the law are extremely limited. When
a precedent rule applies to a later fact situation, then a court
confronting that fact situation has, at most, two choices: the
court must either follow the precedent rule, or, if that court
has the authority to do so, it can overrule the precedent.
There is, however, nothing in the general idea that prece-
dential constraint is carried through rules that forces this
very strict interpretation. A number of writers, while still
adhering to this general idea, have argued for a more flexi-
ble version of the rule model according to which later courts
have the power to develop the law by modifying, without
overruling, the rules contained in precedent cases. The pro-
cess through which these earlier rules might be modified, or
distinguished, as well as the constraints on this process of
distinguishing a precedent rule, are described with particu-
lar care by A.W.B. Simpson and Joseph Raz.2

The second view of precedential constraint to be consid-
ered here, recently introduced by Grant Lamond, may be
termed the reason model.3 According to Lamond, what is
most important about an earlier court’s decision in a prece-
dent case is, not the particular rule it sets out, but instead
the court’s assessment of the balance of reasons presented
by the facts of that case. The requirement of precedential
constraint can then be defined as follows: a later court is
constrained to reach a decision that is consistent with the
earlier court’s assessment of the balance of reasons. A prin-
ciple goal of this paper is to provide one way of making this
idea precise.

The account presented here has the advantage of show-
ing how these two theoretical models of precedent—the rule

1See Alexander [3], many of the arguments from which are
summarized in Alexander [4]; see also Alexander and Sher-
win [5]. The term “rule model” is itself due to Alexander,
who applies it only to what I describe here as the strict rule
model, which reflects his own preferred view; I use the term
more broadly to apply to any model in which precedential
constraint is thought to be carried by rules.
2See Simpson [19] and Chapter 10 of Raz [15].
3See Lamond [11].



model and the reason model—can be unified; it helps us see
what is correct in each of these views, and how they are re-
lated. The unification is achieved by interpreting the rules
contained in precedent cases, not as strict rules, but as de-
fault, or defeasible, rules, while reasons then serve as the
premises of these default rules. This analysis of reasons as
the premises of default rules, which we will return to shortly,
is not at all unnatural, nor is it ad hoc, introduced here only
to establish a connection between two theoretical models of
legal precedent; it is something that I have defended on in-
dependent grounds elsewhere.

The key innovation of the present account is that it makes
explicit what is generally only implicit in case law: a priority
ordering representing the strength of the reasons underlying
judicial decisions. Like the set of rules contained in prece-
dent cases, this priority ordering is itself taken to be a part
of the law, although, like the precedent rules themselves,
the priority ordering is derived from the decisions reached
in precedent cases, not defined independently. Once this
priority ordering on reasons has been made explicit, the no-
tion of consistency with past decisions, and so precedential
constraint, can then be defined.

2. FACTORS, RULES, AND CASES
I follow the work of Kevin Ashley and his colleagues in

supposing that the situation presented to the court in a legal
case can usefully by represented as a set of factors, where a
factor stands for a legally significant fact or pattern of facts.4

Cases in different areas of the law will be characterized by
different sets of factors, of course. In the domain of trade
secrets law, for example, where the factor-based analysis has
been developed most extensively, a case will typically con-
cern the issue of whether the defendant has gained an unfair
competitive advantage over the plaintiff through the misap-
propriation of a trade secret; and here the factors involved
might turn on, say, questions concerning whether the plain-
tiff took measures to protect the trade secret, whether a con-
fidential relationship existed between the plaintiff and the
defendant, whether the information acquired was reverse-
engineerable or in some other way publicly available, and
the extent to which this information did, in fact, lead to a
real competitive advantage for the defendant.5

Many factors can naturally be taken to have polarities,
favoring one side or another. In the domain of trade se-
crets law, again, the presence of security measures favors the
plaintiff, since it strengthens the claim that the information
secured was a valuable trade secret; reverse-engineerability
favors the defendant, since it suggests that the product in-
formation might have been acquired through proper means.
The present paper is based on the simplifying assumption,
not just that many, or even most, factors have polarities, but

4See Ashley [6] and [7] for an introduction to the model;
see also, Rissland [16] for an overview of research in artifi-
cial intelligence and law that places this work in a broader
context.
5Aleven [1] has analyzed 147 cases from trade secrets law
in terms of a factor hierarchy that includes 5 high-level is-
sues, 11 intermediate-level concerns, and 26 base-level fac-
tors. The resulting knowledge base is used in an intelli-
gent tutoring system for teaching elementary skills in legal
argumentation, which has achieved results comparable to
traditional methods of instruction in controlled studies; see
Aleven and Ashley [2].

that all factors are like this, favoring one particular side.
And we suppose, as an additional simplification, that the
reasoning under consideration involves only a single step,
proceeding from the factors present in a case immediately to
a decision—in favor of the plaintiff or the defendant—rather
than moving through a series of intermediate legal concepts.
Both of these assumptions would have to be relaxed in a
more complete theory.

Of course, it must be noted also that the mere ability
to understand a case in terms of factors it presents itself
requires a significant degree of legal expertise, which is pre-
supposed here. Our theory thus starts with cases to which
we must imagine that this expertise has already been ap-
plied, so that they can be represented directly in terms of
the factors involved; we are concerned here only with the
subsequent reasoning.

Formally, then, let us begin by postulating a set F of le-
gal factors. A fact situation X, of the sort presented in a
legal case, can then be defined as some particular subset
of these factors: X ⊆ F . We will let Fπ = {fπ

1 , . . . , fπ
n }

represent the set of factors favoring the plaintiff and F δ =
{fδ

1 , . . . , fδ
m} the set of factors favoring the defendant. Given

our assumption that each factor favors one side of the other,
we can suppose that the entire set of legal factors is ex-
hausted by those favoring the plaintiff together with those
favoring the defendant: F = Fπ ∪ F δ.

A precedent case will be represented as a fact situation
together with an outcome as well as a rule through which
that outcome is reached. Such a case, then, can be defined
as a triple of the form c = 〈X, r, s〉, where X is a fact sit-
uation containing the legal factors present in the case, r is
the rule of the case, and s is its outcome.6 We define three
functions—Facts, Rule, and Outcome—to map cases into
their component parts, so that, in the case c above, for ex-
ample, we would have Facts(c) = X, Rule(c) = r, and
Outcome(c) = s.

Given our assumption that reasoning proceeds in a single
step, we can suppose that the outcome s of a case is always
either a decision in favor of the plaintiff or a decision in
favor of the defendant, with these two outcomes represented
as π or δ respectively; and where s is a particular outcome,
a decision for some side, we suppose that s represents a
decision for the opposite side, so that π = δ and δ = π.
Where X is a fact situation, we let Xs represent the factors
from X that support the side s; that is, Xπ = X ∩ Fπ and
Xδ = X ∩ F δ.

The rule r contained in a precedent case has the form
Y → s, where Y is some set of factors supporting s
as an outcome. We define two functions—Premise and
Conclusion—picking out the premise and the conclusion of a
rule, so that, in the case of this particular rule r, for example,
we would have Premise(r) = Y and Conclusion(r) = s. A

6For the purpose of this paper, I simplify by assuming that
the rule underlying a court’s decision is plain, ignoring the
extensive literature on methods for determining the rule, or
ratio decidendi, of a case. I will also assume that a case
always contains a single rule, ignoring situations in which a
judge might offer several rules for a decision, or in which a
court reaches a decision by majority, with different judges
offering different rules, or in which a judge might simply
render a decision in a case without setting out any general
rule at all; see, however, the sixth section of this paper,
in which I suggest one way of interpreting cases in which
decisions are not accompanied by rules.



precedent rule of this sort, once again, is to be interpreted
as a defeasible rule, telling us that its premise entails its
conclusion, not as a matter of necessity, but only by default.
What the rule Y → s means, then, is that, if some fact
situation contains all the factors from Y , then as a default,
the court ought to reach a decision in this situation in favor
of the side s—or perhaps more intuitively, that the factors
from Y , taken together, provide the court with a reason for
deciding in favor of the side s.

This connection between precedent rules and reasons—a
guiding theme of the paper—can be illustrated by examining
a different sort of normative rule, an ethical generalization,
such as “If you make a promise, you ought to keep it.” Con-
sider an instance of this generalization, such as “If I promise
to have lunch with Alex, I ought to do so,” and suppose I
have, in fact, promised to have lunch with Alex, so that the
rule is applicable. What, then, is the force of this rule? It
cannot mean that I ought to have lunch with Alex no mat-
ter what. Surely other, more important obligations might
legitimately interfere; I might be called upon to save a life,
for example. Instead, it is natural to interpret the rule as
telling us that my promise, the premise of the rule, provides
me with a reason for having lunch with Alex—presumably
a very strong reason or a reason with special moral force,
since it is based on a promise, but still a reason that might
be defeated by stronger reasons, or perhaps excluded from
consideration entirely.7

The idea behind the current account is that precedent
rules work in exactly the same way, identifying legal reasons
that support particular decisions. What the rule Y → s tells
us, then, is that the factor set Y provides the court with a
legal reason for deciding in favor of the side s. Just as in the
case of ethical generalizations, however, the reason provided
by this precedent rule may be defeated—or trumped, as we
will say—by a stronger legal reason favoring the opposite
side, in a way that will be explained shortly.

Let us return, now, to the concept of a precedent case
c = 〈X,r, s〉, containing a fact situation X along with a
rule r leading to the outcome s. In order for this con-
cept to make sense, we impose three coherence constraints.
First, the rule contained in the case must be applicable to
the facts of the case, in the sense that the fact situation
contains the factors required by the premise of the rule:
Premise(r) ⊆ X. Second, each of the factors contained in
the premise of the precedent rule must actually support its
conclusion, not the opposite side: where Conclusion(r) = s,
then, we require Premise(r) ⊆ F s. And third, the conclu-
sion of the precedent rule must match the outcome of the
case: Conclusion(r) = Outcome(c).

These various concepts and constraints can be illustrated
through the concrete case c1 = 〈X1, r1, s1〉, containing the
fact situation X1 = {fπ

1 , fπ
2 , fπ

3 , fδ
1 , fδ

2 , fδ
3 , fδ

4 }, with three
factors favoring the plaintiff and four favoring the defendant,
where r1 is the rule {fπ

1 , fπ
2 } → π, and where the outcome s1

is π, a decision for the plaintiff. Evidently, the case satisfies
our three coherence constraints. The precedent rule is appli-

7This general picture is described in much more detail in
Horty [9], where I appeal to techniques from nonmonotonic
logic to develop a detailed theory as reasons as the premises
of default rules; the theory allows us to understand both how
reasons can be defeated by stronger reasons and how they
can be excluded from consideration, in the way suggested
by Raz [14].

cable to the fact situation, in the sense that Premise(r1) ⊆
X1. The various factors contained in the premise of this
rule all support its conclusion, a decision for the plaintiff,
in the sense that Premise(r1) ⊆ Fπ. And the conclusion
of the precedent rule matches the outcome of the case, both
favoring the plaintiff: Conclusion(r1) = Outcome(c1). This
particular precedent, then, represents a case in which the
court decided for the plaintiff by applying or introducing a
rule according to which the presence of the factors fπ

1 and
fπ
2 lead, by default, to a decision for the plaintiff.

3. ORDERED REASONS
With this notion of a precedent case in hand, we can now

define a case base as a set Γ of precedent cases. It is a
case base of this sort that will be taken to represent the
common law in some area, and to constrain the decisions of
future courts.8 But according to the present theory, these
constraints depend more immediately on two additional con-
cepts, both of which can be defined in terms of the case base.

The first is simply the set of rules derived from a case base,
which is definable as the set containing any rule belonging to
any case from that case base. The concept can be introduced
formally by extending the function Rule, which extracts the
rule from a single case, so that it applies also to an entire
set of cases, yielding as a result the set of rules contained in
those cases.

Definition 1. Let Γ be a case base. Then the set
Rule(Γ) of rules derived from Γ is defined by taking
Rule(Γ) = {Rule(c) : c ∈ Γ}.

To illustrate, suppose the case base Γ contains the case c1,
considered above. Then the set Rule(Γ) of rules derived
from this case base will contain the particular rule r1, since
this rule is the value of Rule(c1) and c1 belongs to Γ.

It is, of course, customary to suppose that the rules de-
rived from a case base play an important role in precedential
constraint; some writers argue that these precedent rules
play the entire role. The second concept we introduce—a
preference relation on reasons—is much less common as a
focus of attention.

In order to motivate this concept, it will be useful to
consider our previous example, the case c1, in more detail.
The key idea underlying precedential constraint is that later
courts must respect the decisions of earlier courts. So what
information is actually carried by the earlier court’s decision
in the case of c1; what is the earlier court telling us with this
decision? Well, two things, at least. First of all, by appeal-
ing to the rule r1, the court is telling us that the premise
of this rule—that is, Premise(r1), or {fπ

1 , fπ
2 }—is a suffi-

cient reason for reaching a decision in favor of the plaintiff.
But second, with its decision for the plaintiff, the court is
also telling us that this reason is preferred to whatever other
reasons the case might present that favor the defendant.

To make this point precisely, let us now define a legal
reason as a set of factors uniformly favoring one side or the
other. For example, {fπ

1 , fπ
2 } is a reason favoring the side π,

a decision for the plaintiff, while {fδ
1 , fδ

2 } is a reason favoring
the side δ, a decision for the defendant; but according to this

8Although I focus in this paper on which might be called
“pure” common law, I believe the model would also apply
to cases in which precedential reasoning is used to interpret
statutory or constitutional language.



definition {fπ
1 , fδ

1 } is not a reason at all, since the factors
contained in this set do not uniformly favor either side. We
can say that a fact situation presents a reason if all the
factors from that reason are contained in that fact situation,
and that a case presents a reason if its fact situation does
so. Finally, if X and Y are reasons favoring the same side,
we can say that Y is at least as strong as X whenever Y
contains all the factors contained by X—whenever, that is,
X ⊆ Y .

Returning to our example, the case c1, as we have seen,
contains the set X1 = {fπ

1 , fπ
2 , fπ

3 , fδ
1 , fδ

2 , fδ
3 , fδ

4 } as its fact
situation, and so the strongest reason presented by this case
for the defendant is the subset Xδ

1 = {fδ
1 , fδ

2 , fδ
3 , fδ

4}, con-
taining all those factors from the original fact situation that
favor the defendant. Since the earlier court has decided
for the plaintiff on the grounds of the reason provided by
Premise(r1), even in the face of the reason provided by
Xδ

1 for the defendant, it seems to follow as a consequence
of the court’s decision that the reason Premise(r1) for the
plaintiff is preferred to the reason Xδ

1 for the defendant—
that is, that the reason {fπ

1 , fπ
2 } is preferred to the reason

{fδ
1 , fδ

2 , fδ
3 , fδ

4 }. If we introduce the symbol <c1 to rep-
resent the preference relation on reasons that is derived
from the particular case c1, then this consequence of the
court’s decision can be put more formally as the claim
that {fδ

1 , fδ
2 , fδ

3 , fδ
4} <c1 {fπ

1 , fπ
2 }, or equivalently, that

Xδ
1 <c1 Premise(r1).
As far as the preference ordering goes, then, the earlier

court is telling us at least that Xδ
1 <c1 Premise(r1), but

is it telling us anything else? Perhaps not explicitly, but
implicitly, yes. For if the reason Premise(r1) for the plain-
tiff is preferred to the reason Xδ

1 for the defendant, then
surely any reason for the plaintiff that is at least as strong
as Premise(r1) must likewise be preferred to Xδ

1 , and just as
surely, Premise(r1) must be preferred to any reason for the
defendant that is at least as weak as Xδ

1 . As we have seen, a
reason Z for the plaintiff is at least as strong as Premise(r1)
if it contains all the factors contained by Premise(r1)—that
is, if Premise(r1) ⊆ Z. And it is natural to conclude, like-
wise, that a reason W for the defendant is at least as weak
as Xδ

1 if it contains no more factors than Xδ
1 itself—that

is, if W ⊆ Xδ
1 . It therefore follows from the earlier court’s

decision in c1, not only that Xδ
1 <c1 Premise(r1), but that

W <c1 Z whenever W is at least as weak a reason for the
defendant as Xδ

1 and Z is at least as strong a reason for the
plaintiff as Premise(r1)—whenever, that is, W ⊆ Xδ

1 and
Premise(r1) ⊆ Z. To illustrate: from the court’s explicit
decision that {fδ

1 , fδ
2 , fδ

3 , fδ
4 } <c1 {fπ

1 , fπ
2 }, we can conclude

also that {fδ
3 , fδ

4 } <c1 {fπ
1 , fπ

2 , fπ
5 }, for example.

This line of argument leads to the following definition of
the preference relation among reasons that can be derived
from a single case.

Definition 2. Let c = 〈X,r, s〉 be a case, and suppose
W and Z are reasons. Then the relation <c representing
the preferences on reasons derived from the case c is defined
by stipulating that W <c Z if and only if W ⊆ Xs and
Premise(r) ⊆ Z.

It is easy—indeed, trivial—to verify that the preference re-
lation derived from any particular case c is transitive: when-
ever X <c Y and Y <c Z, it follows that X <c Z. It is not,
however, a connected relation: we do not invariably have
either X <c Y or Y <c X—the case c may tell us nothing

at all about the relative strength of X and Y . To illustrate
by returning to c1, we do not have either {fδ

1 } <c1 {fπ
1 } or

{fπ
1 } <c1 {fδ

1 }, for example.
Once we have defined the preference relation derived from

a single case, we can then introduce a preference relation
<Γ derived from an entire case base Γ in the natural way,
by stipulating that one reason is stronger than another ac-
cording to the entire case base if that strength relation is
supported by some particular case in the case base.

Definition 3. Let Γ be a case base, and suppose W and
Z are reasons. Then the relation <Γ representing the pref-
erences on reasons derived from the case base Γ is defined
by stipulating that W <Γ Z if and only if W <c Z for some
case c from Γ.

It is worth emphasizing that the derived preference relation
<Γ is very weak, both formally and conceptually. From a
formal standpoint, we should note that the preference rela-
tion derived from an entire case base, like that derived from
a single case, is not connected: again we may have neither
X <Γ Y nor Y <Γ X. More surprisingly, this new relation
is not transitive either: X <Γ Y and Y <Γ Z does not entail
X <Γ Z. We will return in the next section to consider the
issues surrounding transitivity in more detail.

The preference relation derived from a case base is concep-
tually weak as well, in the sense that it might reflect very few
of our ordinary judgments about strength relations among
reasons. Consider, for example, a situation in which the is-
sue at hand is the question whether an individual’s residence
in a foreign country qualifies as a change of fiscal domicile
with respect to income tax.9 The plaintiff is the individual’s
home country, which would like to collect tax on her income;
the defendant is the individual, who would prefer to pay her
income taxes to the foreign country, where we can assume
the rates are lower. Imagine that the fact situation contains
the following factors, all favoring the defendant: the indi-
vidual resigned from her old job and is now employed by a
company in the foreign country; she has sold her old home
and purchased a new home in the foreign country; she has
sold her old car and both purchased and registered a new
car in the foreign country. Suppose these three factors are
represented as fδ

1 , fδ
2 , and fδ

3 . In favor of the plaintiff is the
single factor that the individual has maintained a registered
bicycle in her home country, which she uses while visiting
her parents; this factor is fπ

1 .
Can we now assume that the reason {fδ

1 , fδ
2 , fδ

3 } favoring
the defendant should be preferred to the reason {fπ

1 } favor-
ing the plaintiff? Intuitively, it would seem so: surely, the
mass of information about employment, residence, and au-
tomobile registration should outweigh some stray fact about
bicycle registration. But as a matter of precedential con-
straint, not necessarily. Unless the case base Γ contains
a previous case in which bicycle registration was actually
compared to at least one of the factors supporting the de-
fendant, and found to be less weighty, we will not have
{fπ

1 } <Γ {fδ
1 , fδ

2 , fδ
3 }. The present approach thus reflects a

broadly positivist view of precedential constraint, according
to which the legally sanctioned preference relations among
reasons must have a basis, not simply in our everyday intu-
itions about which reasons are stronger than which, but in
the acts of an appropriate legal authority—here, a court’s

9This example is modeled on some hypothetical cases con-
sidered by Prakken and Sartor [13].



decision in some precedent case.10 Of course, it is likely in
the present situation that the court confronting this case
would be guided by our intuitive assessment concerning
weight of the conflicting reasons, and therefore decide for
the defendant. As a result of this decision, the intuitive as-
sessment would be given legal standing, and it would then
hold, once the case is decided and the case base is updated
accordingly, that {fπ

1 } <Γ {fδ
1 , fδ

2 , fδ
3}. This is the genius

of the common law—that it provides a mechanism through
which our ordinary intuitions about the relative importance
of various reasons are gradually filtered into legal doctrine,
on an incremental basis, in reaction to particular circum-
stances.

4. BINDING RULES
We now turn to the task of defining the class of precedent

rules that should be considered as binding in a particular
fact situation, those with the greatest bearing on that fact
situation. The definition is simple, and proceeds in three
steps.

First of all, a rule is said to be applicable in a fact situation
whenever that situation contains all the factors required by
the premise of the rule.

Definition 4. Let Γ be a case base, with Rule(Γ) the
derived set of rules, and suppose X is a fact situation. Then
a rule r from Rule(Γ) is applicable in the fact situation X
if and only if Premise(r) ⊆ X.

Since our precedent rules are taken as defeasible, however,
not every applicable rule can be classified as binding. Some
will be overridden—or trumped—by stronger, or preferable,
rules supporting the opposite side.

When is one of two conflicting precedent rules prefer-
able to the other? The force of a precedent rule, we re-
call, is that the premise of that rule provides the court
with a reason for deciding in favor of the side specified
in its conclusion. Precedent rules themselves can there-
fore be placed in a preference ranking exactly in accord
with the reasons they provide, so that a rule r′ is ranked
as preferable to the rule r in the context of a case base
Γ whenever the reason Premise(r′) is ranked as preferable
to the reason Premise(r), according to the preference re-
lation <Γ derived from that case base—whenever, that is,
Premise(r) <Γ Premise(r′).

Given this preference ranking among rules, we can now
characterize an applicable rule as trumped whenever there
is another rule, also applicable, that is preferred to than the
original and supports the opposite side.

Definition 5. Let Γ be a case base, with Rule(Γ) the
derived set of rules and <Γ the derived preference relation,
and suppose X is a fact situation. Then a rule r from
Rule(Γ) that is applicable in X is trumped in the context
of the case base Γ if and only if there is another rule r′ from
Rule(Γ) that is also applicable in X, but which is such that
(1) Premise(r) <Γ Premise(r′) and (2) Conclusion(r′) =

Conclusion(r.

10Note that this positivist treatment of precedential con-
straint in particular does not entail any view of whether
the law more generally should, or should not, be understood
in positivist terms.

And once we have defined both the applicable and the
trumped rules, we can introduce the idea of a binding rule
quite simply, as one that is applicable but not trumped.

Definition 6. Let Γ be a case base, with Rule(Γ) the
derived set of rules and <Γ the derived preference relation,
and suppose X is a fact situation. A rule r from Rule(Γ) is
binding in X if and only if it is triggered in the fact situation
X and not trumped in the context of Γ.

These concepts can be illustrated by considering the
very simple case base Γ1 = {c1, c2}, containing the fa-
miliar case c1 = 〈X1, r1, s1〉—where, once again, X1 =
{fπ

1 , fπ
2 , fπ

3 , fδ
1 , fδ

2 , fδ
3 , fδ

4 }, where r1 is {fπ
1 , fπ

2 } → π, and
where s1 is π—as well as the new case c2 = 〈X2, r2, s2〉,
where X2 = {fπ

1 , fπ
2 , fπ

4 , fδ
5 , fδ

6 }, where r2 is {fδ
5 } → δ,

and where s2 is δ, a decision for the defendant. Now sup-
pose that, against the background of this case base, a new
fact situation X3 = {fπ

1 , fπ
2 , fπ

5 , fδ
5 , fδ

7 } comes before the
court. The set Rule(Γ1) of precedent rules derived from
Γ1 contains r1 and r2; and evidently, both of these two
rules are applicable in the new situation, since we have both
Premise(r1) ⊆ X3 and Premise(r2) ⊆ X3. The first of
these rules, however, is trumped by the second. The two
rules favor different sides, of course, with r1 favoring the
plaintiff and r2 the defendant. And it is easy to see also
that, in the context of Γ1 as a background case base, the
reason provided by the second rule is preferable to that
provided by the first: it follows from our definitions that
{fπ

1 , fπ
2 } <c2 {fδ

5 }, from which we have {fπ
1 , fπ

2 } <Γ1 {fδ
5 }

as well—that is Premise(r1) <Γ1 Premise(r2). Because
both r1 and r2 are applicable, but r1 is trumped, only the
rule r2 is binding in this fact situation.

5. CONSTRAINT BY PRECEDENT
The account of precedential constraint set out here is a

version of the reason model, according to which a later court
is constrained to reach a decision that is consistent, not nec-
essarily with the rules set out in earlier cases, but with the
assessments reached in those cases concerning the proper
balance of reasons. In order to develop this idea, I first
introduce a reason-centered notion of consistency for case
bases. A later decision can then be defined as consistent
with the precedents contained in a case base if it does not
introduce an inconsistency into that case base.

As we have seen, a case base Γ leads to a derived prefer-
ence relation <Γ, where the statement X <Γ Y means that
the reason Y is preferred to the reason X according to Γ.
Such a statement is supported, of course, by some particular
precedent case from Γ in which it was decided either explic-
itly that the reason Y itself is preferred to X, or else that
some reason at least as weak as Y is preferred to some rea-
son at least as strong as X, from which it follows implicitly
that X <Γ Y . We therefore define the case base Γ as incon-
sistent whenever there are two reasons X and Y for which
both X <Γ Y and Y <Γ X—whenever, that is, Γ tells us
both that Y is preferred to X and that X is preferred to
Y —and consistent otherwise.

Definition 7. Let Γ be a case base with <Γ the derived
preference relation. Then Γ is inconsistent if and only if
there are reasons X and Y such that X <Γ Y and Y <Γ X.
Γ is consistent if and only if it is not inconsistent.



Is this a good definition of case base inconsistency, and so
consistency, from an intuitive point of view? I think so. The
condition isolated by the definition is almost certainly suffi-
cient with respect to our intuitive notion of inconsistency—
surely any case base from which it can be derived that, of
two reasons, each is preferred to the other would have to be
classified as inconsistent from an intuitive standpoint. But
is the suggested condition also necessary? Perhaps a case
base might exhibit some other anomaly that would lead us
to classify it, from an intuitive standpoint, as inconsistent.
Suppose, for example, that the case base contains two prece-
dent cases of the form 〈X,r, s〉 and 〈X,r′, s〉 in which the
very same fact situation leads to decisions for opposing sides;
surely there is some kind of intuitive inconsistency in a case
base like this. True enough, but as it turns out, this partic-
ular anomaly entails that the formal condition set out in our
definition of inconsistency has been met, so that it cannot
be used to challenge the claim that the formal condition is
necessary.

Observation 1. Let Γ be a case base containing two
precedent cases of the form 〈X,r, s〉 and 〈X, r′, s〉. Then
Γ is inconsistent.

Other anomalies can likewise be shown to entail our formal
condition as well. Indeed, I have not been able to find any
others that do not, and will therefore take our formal def-
initions of consistency and inconsistency for a case base as
intuitively acceptable.

Given this notion of consistency, then, we can now turn
to the concept of precedential constraint itself. The guiding
intuition is that, in deciding a case, a constrained court is
required to preserve the consistency of the background case
base. More exactly, where Γ is a consistent case base, sup-
pose a court that is constrained by Γ is confronted with a
new fact situation X. Then the court is required to reach
a decision on X that is itself consistent with Γ—that is, a
decision that does not introduce inconsistency into the case
base.

Definition 8. Let Γ be a consistent case base and X a
new fact situation confronting the court. Then precedential
constraint requires the court to base its decision on some
rule r leading to an outcome s such that the new case base
Γ ∪ {〈X, r, s〉} is itself consistent.

This notion of precedential constraint can be illustrated by
returning to our previous example, in which Γ1 = {c1, c2}
is the background case base, with c1 and c2 as before,
and the court is confronted with the new fact situation
X3 = {fπ

1 , fπ
2 , fπ

5 , fδ
5 , fδ

7}. As we have seen, the rule r2, or
{fδ

5 } → δ, is the unique binding rule in this fact situation,
so that, as far as precedent rules are concerned, the back-
ground case base unambiguously favors a decision for the
defendant. And in many situations, there may indeed be a
presumption that favors following a binding rule.11 Still, on
the view developed here, precedential constraint does not
depend on binding rules, but instead, on consistency with
the background case base.

The court, in this situation, would of course be free to
follow the binding rule r2, leading to a decision for the de-
fendant, and so augmenting the background case base with

11See, for example, the discussion of “presumptive posi-
tivism” in Schauer [17] and [18].

the new case c3 = 〈X3, r3, s3〉, where the rule r3 is simply r2

and the outcome s3 is δ, which would, in fact, preserve con-
sistency. But the court is also free to decide, for example,
that the new reason {fπ

5 }, which favors the plaintiff, is itself
preferable to the various reasons presented by this fact sit-
uation for the defendant. The court might then formulate a
new rule {fπ

5 } → π, and on the basis of this rule, decide for
the plaintiff. As a result, the background case base would
be augmented with the new case c4 = 〈X4, r4, s4〉, where
X4 is identical with X3, where r4 represents this new rule,
and where s4 is π. Again, the augmented case base result-
ing from this decision would remain consistent. The new
case c4 would allow us to derive, for example, the preference
relation {fδ

5 , fδ
7 } <c4 {fπ

5 }. But this new preference rela-
tion is consistent with the others already derivable from the
background case base.

What the court cannot do, however—what precedential
constraint rules out—is find for the plaintiff on the basis
of some reason that does not include the new factor fπ

5 ,
since it is a consequence of the c2 court’s decision that any
such reason is less preferable than the reason {fδ

5 } for the
defendant. Suppose, for example, that the court formulates
the rule {fπ

1 } → π, and wishes to decided for the plaintiff
on the basis of this rule. Such a decision would result in
an augmentation of the background case base with the new
case c5 = 〈X5, r5, s5〉, where X5 is again identical with X3,
where r5 represents the new rule, and s5 is π. But this
augmented case base would now be inconsistent. The new
case c5 would support the preference relation {fδ

5 } <c5 {fπ
1 },

telling us that the reason {fπ
1 } for the plaintiff outweighs

the reason {fδ
5 } for the defendant. But the background case

base already contains the case c2, from which we can derive
the preference relation {fπ

1 } <c2 {fδ
5 }, telling us exactly the

opposite. Since a decision for the plaintiff on these grounds
would therefore lead to an inconsistent case base, it is ruled
out by the present account of precedential constraint.12

Having defined the core concept of precedential constraint,
I now want to discuss two related issues, one briefly and one
at more length.

First of all, it is worth noting that our core account of con-
straint relies on the assumption that the background case
base is itself consistent to begin with. This is, of course, an
unrealistic assumption. Given the vagaries of judicial de-
cision, with a body of case law developed by a number of
different courts, at different places and different times, it
would be surprising if any nontrivial case base were actu-

12Although this account of precedential constraint is related
to the reason model originally proposed by Lamond [11],
there are at least two significant differences between Lam-
ond’s proposal and the present account. First, at a concep-
tual level, Lamond sets out his reason model as an alterna-
tive to the conventional view of precedential constraint, with
its emphasis on rules, while, on the present account, the roles
of reasons and rules are integrated: it is reasons that func-
tion as the premises of precedent rules, and the preference
ordering on rules is derived from the preference ordering on
reasons. And second, although Lamond himself does not
develop a precise implementation of his reason model, the
account set out here does seems to differ from what he has
in mind. In particular, Lamond suggests (pp. 18–19) that
the meaning of precedents should be understood in terms of
“protected reasons” and other forms of exclusionary reasons.
Although initially sympathetic to this idea, I did not, in the
end, find it necessary to appeal to exclusionary reasons in
developing the present account.



ally consistent. But in fact, this assumption is not essen-
tial. The notion of case base inconsistency at work here is
not like logical inconsistency—it is local, not pervasive. A
case base might be inconsistent in certain areas, providing
conflicting information about the relative weight of particu-
lar reasons, while remaining consistent elsewhere. It would
therefore be possible to extend the present theory of prece-
dential constraint to apply also to inconsistent case bases,
by requiring of a court, not necessarily that it should pre-
serve the consistency of a consistent case base, but only that
it should refrain from introducing any new inconsistencies,
which were not present before, into a case base that may
already be inconsistent.

Second, we must now return to the vexed issues surround-
ing transitivity of the preference relation derived from an en-
tire case base. As noted earlier, the relation <Γ, introduced
to represent the preferences among reasons derived from the
case base Γ, is not transitive: X <Γ Y and Y <Γ Z do not
entail X <Γ Z. Indeed, quite the opposite. For it is easy
to see from our various definitions that, whenever X <Γ Y ,
the two reasons X and Y must lie on opposite sides of some
dispute, one favoring the plaintiff while the other favors the
defendant. Hence, given X <Γ Y and Y <Γ Z, we can
conclude that X and Z, both lying opposed to Y , must
themselves favor the same side, from which it follows that
X <Γ Z fails.

What blocks transitivity, then, is the assumption—built
into our definition—that two reasons can be related by the
<Γ relation only if they favor opposite sides. In fact, this as-
sumption is not unnatural. The <Γ relation is built on top of
the <c relation, representing the preferences among reasons
derived from the single case c, and what the court decides
in any single case is whether, subject to the constraints of
precedent, the reasons presented for one side are or are not
stronger than the reasons presented for another; any obser-
vation that a reason for one side happens to be stronger than
another reason for that same side would likely be taken as
mere dicta, and not authoritative in future decisions.

But even if a strength comparison between reasons fa-
voring the same side cannot be derived from a single case,
perhaps such a comparison can be derived by combining in-
formation from several cases within a case base. Suppose,
for example, that our background case base contains the
case c6 = 〈X6, r6, s6〉, where X6 = {fπ

1 , fδ
1}, where r6 is

the rule {fπ
1 } → π, and where s6 is π, as well as the case

c7 = 〈X7, r7, s7〉, where X7 = {fπ
1 , fδ

2 }, where r7 is the rule
{fδ

2 } → δ, and where s7 is δ. From these two cases, we
have {fδ

1 } <c6 {fπ
1 } and {fπ

1 } <c7 {fδ
2 }—that is, {fπ

1 } is
a stronger reason for the plaintiff than {fδ

1 } is for the de-
fendant, and {fδ

2 } is a stronger reason for that defendant
than {fπ

1 } is for the plaintiff. It is therefore tempting to
conclude, through a form of transitivity, that {fδ

2 } is itself a
stronger reason for the defendant than {fδ

1 } is—otherwise,
why would {fδ

2 } but not {fδ
1 } be preferred to {fπ

1 }?
Now, if we were to embrace this temptation, a new,

stronger form of precedential constraint would then be avail-
able. Imagine that the case base also contains the case
c8 = 〈X8, r8, s8〉, where X8 = {fπ

2 , fδ
1}, where r8 is the

rule {fδ
1 } → δ, and where s8 is δ; and suppose the court is

currently confronting the fact situation X9 = {fπ
2 , fδ

2 }. An
advocate for the defendant could then argue as follows:

It was concluded by the c6 court that {fπ
1 } is

stronger for the plaintiff than {fδ
1 } is for the de-

fendant, and by the c7 court that {fδ
2 } is stronger

for the defendant than {fπ
1 } is for the plaintiff.

Therefore, combining these results by transitiv-
ity, it follows that {fδ

2 } must stronger for the de-
fendant than {fδ

1 }. Now, it was also concluded
by the c8 court that {fδ

1 } itself is sufficient to
guarantee a decision for the defendant over {fπ

2 }
for the plaintiff. Therefore, since we have already
seen that {fδ

2 } is stronger for the defendant than
{fδ

1 }, it follows that X9 should be decided for the
defendant as well.

This argument is, as I said, tempting, and there is no
technical difficulty in extending our definitions to support
the notion of constraint it suggests. To do so, we need only
move from the familiar relation <Γ, introduced in Defini-
tion 3 to represent the intransitive preferences derived from
the case base Γ, to a stronger relation—say, ≺Γ—defined
simply as the transitive closure of the previous intransitive
relation. More exactly, the relation ≺Γ, representing the
transitive preferences derived from Γ, can be defined by stip-
ulating that, where W and Z are reasons, then W ≺Γ Z if
and only if there is a sequence of reasons X1,X2, . . . Xn such
that (i) X1 = W and Xn = Z and (ii) Xi <Γ Xi+1 for i from
1 through n−1. Using this new idea of transitive preference,
we could then mirror our Definition 7 and 8 ideas of consis-
tency and constraint to arrive at their transitive analogues
by stipulating: first, that the case base Γ possesses the prop-
erty of transitive consistency if and only if there are no rea-
sons W and Z such that W ≺Γ Z and Z ≺Γ W ; and second,
that transitive precedential constraint requires a court con-
fronting a new fact situation X against the background of
a transitive consistent case base Γ to reach a decision based
on a rule r leading to an outcome s such that Γ∪{〈X,r, s〉}
preserves transitive consistency.

The resulting transitive theory of precedential constraint
would then allow us to validate the advocate’s argument for
the defendant in the situation X9 = {fπ

2 , fδ
2}. The case c8

tells us that {fπ
2 } <c8 {fδ

1 }, and, as we have already seen,
c6 and c7 establish that {fδ

1 } <c6 {fπ
1 } and {fπ

1 } <c7 {fδ
2}.

If we take Γ as the background case base containing each
of these cases, we therefore know that {fπ

2 } <Γ {fδ
1 }, that

{fδ
1 } <Γ {fπ

1 }, and that {fπ
1 } <Γ {fδ

2 }. From this, our
new definition of transitive preference allows us to conclude
that {fπ

2 } ≺Γ {fδ
2 }. Transitive precedential constraint thus

forces a decision in X9 for the defendant, since a decision
for the plaintiff, would then establish that {fδ

2 } ≺Γ {fπ
2 } as

well, and so lead to a transitive inconsistency in the case
base.

Still, even though this kind of argument is tempting,
and even though the present account can be extended in
a straightforward way to support the transitive reasoning
necessary to validate the argument, I am not entirely con-
vinced that we should allow this extension. My concerns
have to do with transitivity itself, and in particular, with
the way in which transitivity allows the preference relations
among different reasons established by different courts to be
amalgamated into a sort of group preference, even though
the various reasons involved may never have been consid-
ered together by any single court—as in our example, where
the separate judgments of the c6, c7, and c8 courts are com-
bined to support the overall judgment that {fδ

2 } outweighs
{fπ

2 }, even though no case presenting both of these reasons
together has yet been considered.



The appeal to transitive reasoning introduces a number of
complex issues concerning the amalgamation of judgments
and preferences from different sources.13 In order to avoid
these additional complexities, I concentrate in this paper
only on the core account of precedential constraint set out
in Definitions 3, 7, and 8, leaving the promises and problems
associated with any possible transitive extension of this core
account for another time.

6. CASE BASE DYNAMICS
I now want to consider how two of the most important con-

cepts from the traditional theory of precedent, the concepts
of following and of distinguishing a precedent, can be accom-
modated within the present framework. The more general
goal is to understand the options available to the court un-
der various circumstances, and also the way in which the
case base and its associated constraints evolve when one of
these options is selected—that is, the dynamics of case base
update.

Imagine, then, that a court constrained by the precedents
from a consistent case base Γ is confronted with a new prob-
lem situation X, and suppose to begin with that none of the
rules belonging to Rule(Γ) is even applicable to X. A situ-
ation like this is our theoretical analogue to the legal notion
of a case of first impressions, presenting—in the paradigm
case—issues that have not previously been addressed within
the law, so that the established rules of precedent have no
bearing.14 The court is therefore free to assess the issues
in whatever way it thinks best, to formulate a rule r sup-
porting an outcome s, and to reach a decision of the form
〈X, r, s〉. This decision, of course, leads to Γ ∪ {〈X,r, s〉} as
the updated case base, and fortunately any such decision is
guaranteed to preserve consistency. In such a case of first
impressions, there is no precedential constraint at all.

Observation 2. Let Γ be a consistent case base, and sup-
pose X is a fact situation in which none of the rules from
Rule(Γ) are applicable. Then Γ ∪ {〈X, r, s〉} is also consis-
tent, where r is any newly formulated rule applicable in X
and supporting s as an outcome.

Next, still imagining that a court constrained by Γ is con-
fronted with a new situation X, let us suppose that some
precedent rule from Rule(Γ) is, in fact, binding in this situ-
ation. Then, according to the traditional theory, any court
has the option of either following or distinguishing the bind-
ing precedent rule.15

Where r is such a binding rule from Rule(Γ), supporting
the outcome s, we can say that the court follows this rule
whenever it reaches a decision of the form 〈X,r, s〉, gener-
ating Γ ∪ {〈X, r, s〉} as the updated case base. As we have

13Any reader who is unfamiliar with these issues is invited
to consult Kornhauser and Sager [10] and the extensive lit-
erature on judgment aggregation spawned by this paper, in
addition to the standard work in economics on the derivation
of group preferences from individual preferences.

14See, for example, the discussion in Cross [8], pp. 190–195; at
times, other, more complicated situations are also referred to
as cases of first impressions, such as situations in which mul-
tiple precedent rules apply yet none clearly trumps the other,
or situations in which entirely novel factors are present.

15Of course, depending on their standing in the judicial hier-
archy, have the further option of overruling the precedent. I
will not consider this further option in this paper.

seen, precedential constraint is not, on the present theory,
carried through precedent rules, so one might wonder what
role these rules do play. Here is one answer. Although sat-
isfying precedential constraint does not require following a
binding rule, it turns out that following a binding rule is
sufficient to guarantee the satisfaction of precedential con-
straint; any decision that follows a binding rule preserves
consistency.

Observation 3. Let Γ be a consistent case base with
Rule(Γ) the derived set of rules, and suppose X is a fact
situation in which some rule r from Rule(Γ), supporting the
outcome s, is binding. Then the case base Γ ∪ {〈X,r, s〉} is
also consistent.

We can say that the court distinguishes the binding rule r,
by contrast, whenever it either follows or formulates another
rule r′ supporting the opposite outcome s, leading to a deci-
sion of the form 〈X, r′, s〉, and so generating Γ∪ {〈X, r′, s〉}
as the updated case base. And of course, while, as we have
seen, a court is guaranteed to preserve consistency whenever
it follows a binding rule, there is no such guaranteed with
distinguishing; the operation must be performed with some
care, guided by the constraints of precedent.

Both the ideas of following and of distinguishing a bind-
ing rule are illustrated by our previous example, in which a
court constrained by the case base Γ1 = {c1, c2} confronts
the new fact situation X3 = {fπ

1 , fπ
2 , fπ

5 , fδ
5 , fδ

7 }. Here, as
we noted, the rule r2, or {fδ

5 } → δ, is the unique binding
rule, so that the court follows this rule if it reaches the de-
cision c3 = 〈X3, r3, s3〉, where r3 is r2 and s3 is δ, leading
to Γ1 ∪ {〈X3, r3, s3〉} as the updated case base. But as we
also noted, the court is likewise free to formulate and ap-
ply the new rule r4, or {fπ

5 } → π, leading to the decision
c4 = 〈X4, r4, s4〉, where X4 is X3 and s4 is π, and so to
Γ1∪{〈X4, r4, s4〉} as the updated case base. In that circum-
stance, we would now say that the court distinguishes the
binding rule r2.

With these notions of following and distinguishing a rule
before us, I can now make three points.

First of all, it follows at once from Observations 2 and
3 that a court, presented with a new fact situation, will
always be in a position to comply with the constraints of
precedent—the court will never be forced to introduce an
inconsistency into the case base. For either no rule from the
background case base will be applicable in the new situa-
tion, or some binding rule will be applicable.16 If no rule
is applicable, then it follows from Observation 2 that any
decision reached by the court will preserve consistency. If
some binding rule is applicable, then it follows from Obser-
vation 3 that the court can preserve consistency simply by
following that rule.

Second, although the traditional concepts of following and
distinguishing a precedent rule can be accommodated within
the framework set out here, the present framework is more
general, allowing us to understand options available to a
court that do not seem to fall naturally within the traditional
classification. To illustrate, we return to the example of
a court confronting the situation X3 = {fπ

1 , fπ
2 , fπ

5 , fδ
5 , fδ

7 }
against the background of the case base Γ1 = {c1, c2}, with

16We can assume that the set of precedent rules is finite, so
that not every applicable rule can be trumped by another
rule; as a result, if any rule is applicable to a fact situation,
some rule must be binding—applicable and untrumped.



r2, or {fδ
5 } → δ, as a binding rule. The rule r2, of course,

was formulated in the context of the precedent case c2, with
X2 = {fπ

1 , fπ
2 , fπ

4 , fδ
5 , fδ

6 } as its fact situation. What the c2

court is telling us with its decision, then, is that the reason
provided by {fδ

5 } for the defendant outweighs the reason
{fπ

1 , fπ
2 , fπ

4 } present in X2 for the plaintiff.
Now, we have previously imagined that the current court,

confronted with X3, might conclude that the new reason
{fπ

5 }, which was not present in X2, is preferred to the pre-
vious reason {fδ

5 } for the defendant, and so decide X3 for
the plaintiff. But we could likewise suppose that the cur-
rent court, while still recognizing that the reason {fπ

5 } for
the plaintiff is preferred to {fδ

6 } for the defendant, also feels
that the new reason {fδ

7 } for the defendant, also present
here for the first time, itself outweighs {fπ

5 }. The current
court might then reach the decision c10 = 〈X10, r10, s10〉,
where X10 is X3, where s10 is δ, and where r6 represents the
new rule {fδ

7 } → δ. In this case, although both the decision
and the train of thought leading to it seem to make perfect
sense, it would be hard to describe the court’s decision in
terms of the traditional vocabulary of following or distin-
guishing a rule. The court is not following the binding rule
r2, or {fδ

5 } → δ, since its decision is not based on this rule,
and indeed, it recognizes that the situation presents a the
reason {fπ

5 } for the plaintiff that outweighs the reason {fδ
5 }

for the defendant, on which the rule r2 is based. But the
court is not distinguishing the rule r2 either, since it reaches
a decision for the side that is favored by that rule.

Third, and finally, the present framework allows us to un-
derstand a feature of the common law that can seem very
puzzling from a more traditional perspective—the idea that
simply following a precedent rule can lead to a change in the
law. This idea is often alluded to in the legal literature. Ed-
ward Levi, for example, writes that “the rules change from
case to case and are remade with each case,” and later, that
“the rules change as the rules are applied.”17 And, Simp-
son likewise, after discussing the operations of distinguishing
and following a precedent rule, writes that “the development
of the law is normally brought about by just these two ac-
tivities,” which leads him to a sort of paradox: “The legal
process is conceived of as conditioned by rules, yet in a sense
the rules change from case to case; the very point in having
a system of rules to ensure consistency in decision seems to
be frustrated if the rules themselves lack fixity.”18

These remarks can be hard to understand. It is easy
enough to see how distinguishing a precedent rule might
introduce a change into the law. As we have seen, distin-
guishing a rule often involves introducing a new rule into the
case base. But if a court simply follows a precedent rule—if
it does no more than draw a rule from some precedent case
and apply that same rule to a new fact situation—how can
we say that the rules are changed, or that the law is affected
at all?

The current account gives us the resources to answer this
question, as long as we take phrases such as“the rules change
as the rules are applied” to refer, not necessarily to the set
of precedent rules themselves, but, in a more metaphorical
way, to the precedential constraints generated by the under-
lying case base. In that case, although simply following a
familiar precedent rule, applying it in a new situation, does

17See Levi [12], pp. 2–4.
18See Simpson [19], p. 172, who himself cites Levi.

not lead to any modifications in the set of rules derived from
a case base, it does indeed affect the precedential constraints
generated by that case base. For these constraints depend,
not on the set of precedent rules, but on consistency with
the background case base. Consistency, in turn, is defined
in terms of the preference ordering on reasons that is gener-
ated by the case base. And, as it turns out, even following
a precedent rule—simply applying a familiar rule in a new
situation—can change the preference ordering on reasons in
a way that affects precedential constraint. For each time
a familiar rule is followed in a new case, the court makes
the decision that certain reasons, which might, conceivably,
have been judged as strong enough to override that rule, are
in fact not strong enough. These decisions, encoded in new
cases, then modify the preference relations derived from the
case base, which affects the options open to the court when
it encounters those same reasons again in the future.

The point can be illustrated by returning once again to our
familiar example, in which a court constrained by the case
base Γ1 = {c1, c2} confronts the new fact situation X3 =
{fπ

1 , fπ
2 , fπ

5 , fδ
5 , fδ

7}. Now, as we have seen, even though r2,
or {fδ

5 } → δ, is the unique binding rule in this new situation,
precedential constraints allow the court to distinguish this
rule, arriving instead at the decision c4 = 〈X4, r4, s4〉, where
r4 is {fπ

5 } → π.
Suppose, however, that, prior to confronting the fact sit-

uation X3, the court is first faced with the fact situation
X11 = {fπ

5 , fπ
6 , fδ

5 , fδ
7 }, again with r2 as the unique binding

rule; but here, it decides simply to apply this rule, resulting
in the decision c11 = 〈X11, r11, s11〉, where r11 is r2 and s11 is
δ. The court would then be confronting the new situation X3

against the background of the case base Γ2 = {c1, c2, c11},
rather than the case base Γ1. Of course, since c11 is de-
cided by the application of a rule already present in c2, the
set of rules derived from these two case bases is identical:
Rule(Γ2) is simply Rule(Γ1). Nevertheless, although the
rules remain the same, the addition of c11 does affect the
derived priority ordering: <Γ2 is not identical with <Γ1 .
And this new priority ordering then changes precedential
constraint in such a way that the court, when faced with
the situation X3, would no longer be free to reach the de-
cision c4 = 〈X4, r4, s4〉. Why? Well, we can conclude from
the court’s decision in c11 that the reason {fδ

5 } for the defen-
dant is preferred to the reason {fπ

5 } for the plaintiff—that is,
{fπ

5 } <c11 {fδ
5 }, from which it follows that {fπ

5 } <Γ2 {fδ
5}.

But the decision c4 would tell us exactly the opposite, that
the reason {fπ

5 } for the plaintiff is preferred to the reason
{fδ

5 } for the defendant—that is, {fδ
5 } <c4 {fπ

5 }, from which
it would follow that {fδ

5 } <Γ2 {fπ
5 }. The decision c4 is

therefore inconsistent with Γ2, or with any other case base
containing c11, and so would be ruled out by precedential
constraint.19

19Lamond [11] makes exactly this point—that following, as
well as distinguishing, a previous precedent rule can change
the law. However, the way in which he develops this idea
indicates, I believe, a problem with his picture of case base
dynamics and the evolution of legal doctrine. On Lamond’s
view, the doctrine provided by a precedent rule, or ratio,
consists, not only in the particular reason carried by that
rule, but in the set of facts that have been judged as insuffi-
cient in strength to defeat that reason. Following a rule thus
leads to a change in legal doctrine because: “every time a
precedent is followed, further facts are added to the list of
those regarded as insufficient to defeat the reason provided



7. CONCLUSION
The goal of this paper has been to describe one way in

which a precise reason model of precedent could be devel-
oped, based on the general idea that later courts are con-
strained to respect the weights assigned to various reasons by
earlier courts. The account provided here is set out within
a representational framework, due to Ashley and his col-
leagues, that has shown itself to be useful in both analytic
and empirical studies of legal precedent. It has the addi-
tional advantage of allowing us to see how this reason model
can be reconciled with the traditional idea that precedential
constraint involves rules, as long as these rules are taken to
be defeasible.

I would like to think that the present account could be
developed into a more general theory of precedential rea-
soning, but that would require a good deal of work along
both defensive and constructive lines, none of which is at-
tempted here. Defensively, the present treatment of prece-
dent rules—balanced, as it is, in the center—is vulnerable
to attack from both the left and the right. On the left, there
are those who feel that rules play no real role in precedential
constraint, including writers in the tradition of legal realism,
of course, but also Ashley himself, whose very successful em-
pirical and educational work on precedent involves no appeal
to rules whatsoever. And on the right, there are those, such
as Alexander and Sherwin, who recognize the importance
of precedent rules, but argue that coherence requires these
rules to be even stronger than those at work here—strict,
rather than defeasible. From a constructive standpoint, the
present account relies on a number of simplifying assump-
tions, which would have to be relaxed in a more general
theory. These include, most notably, the assumptions, first,
that every possible legal factor has a constant polarity, fa-
voring the same side in every case in which it occurs, and
second, that legal reasoning involves only a single step, con-
necting base-level factors directly to an outcome, rather than
moving through a series of intermediate concepts.

by the ratio (p. 17; see also p. 20).” To illustrate with our
example, the doctrine provided by the case c2 would, on this
view, consist in the rule r2, or {fδ

5 } → δ, along with the list
{fπ

1 , fπ
2 , fπ

4 } of factors judged by the c2 court as insufficient
in strength to defeat this rule; the application of the same
rule in the case of c11 would change the doctrine by expand-
ing this list to {fπ

1 , fπ
2 , fπ

4 , fπ
5 , fπ

6 }, which includes also the
new factors judged by the c11 court as insufficient to defeat
r2. I feel, however, that the use of a simple list of individual
factors that are viewed as insufficient to override a rule is
not adequate. For this reason, I rely here on a more gen-
eral preference relation to represent strength comparisons
among conflicting reasons—sets of factors, rather than indi-
vidual factors—and it is this relation that is then updated as
rules are applied. On my view, then, the doctrine of c2 con-
sists in the rule r2 together with the information that {fδ

5 } is
preferred to the reason {fπ

1 , fπ
2 , fπ

4 } or any of its subsets, so
that none of these reasons can defeat that rule; the case c11

then adds the further information that {fδ
5 } is likewise pre-

ferred to {fπ
5 , fπ

6 } or its subsets. But all of this is consistent

with the idea that a court might eventually decide that {fδ
5 }

is not preferred to, say, the reason {fπ
4 , fπ

5 }—which contains
a pair of potential defeaters, one from each of the two cases,
which had not yet been considered in combination. It is hard
to see how this latter possibility could be captured in Lam-
ond’s list notation, which refers only to individual factors,
rather than reasons, or sets of factors.
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